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Preface

This guide provides instructions for installing Oracle Communications Policy Management (also referred
to as Policy Management) software for Wireless on Bare Metal Hardware. Where specific procedures are
described in related documents, you are referred to those documents.

1.1Related documents

The following Tekelec Platform documents are available from the Oracle Help Center website at
https://docs.oracle.com/en/industries/communications/tekelec/index.html

[1] F12269-01—HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release
2.2.13 (see Note)

[2] E87833-01—O0racle Firmware Upgrade Pack, Release Notes, Release 3.1.8

[3] E87832-01—O0racle Firmware Upgrade Pack, Upgrade Guide, Release 3.1.8

[4] F56389_01—TPD Initial Product Manufacture, Release 7.8.x

[5] F17461-01—PMAC 6.6 Configuration Reference Guide

[6] F56439-01—Tekelec Platform Distribution Licensing Information User Manual, Release 7.8

[7] E93258-02—Tekelec Virtualization Operating Environment (TVOE) Software Upgrade Procedure
Release 3.6

[8] E93268-01—PMAC Incremental Upgrade Release 6.6

NOTE: The HP Solutions Firmware Upgrade Pack (HP FUP) is provided for HP hardware purchased
through Oracle. If you need assistance, contact My Oracle Support.

The following Policy Management documents are available from the Oracle Help Center website at
http://docs.oracle.com/en/industries/communications/policy-management/index.html| Release 12.6.1

https://docs.oracle.com/communications/F45965 01/index.htm

[1] F46327-02—Release Notes

[2] F45402-02—Configuration Management Platform, Wireless User's Guide
[3] F45401-02—Platform Configuration User's Guide, Release

[4] F45503-02—Network Impact Report

[5] F45968-02—Policy Front End Wireless User's Guide

[6] F46325-02—Troubleshooting Reference

[7] F45967-02—SNMP User's Guide

[8] F46326-02—Analytics Data Stream Wireless Reference

[9] F44762-02—0SSI XML Interface Definitions Reference

The following documents are available from the Oracle Technology Network at
http://www.oracle.com/technetwork/topics/security/alerts-086861.htmil:

e C(ritical patch update advisories
e Security alerts


https://docs.oracle.com/en/industries/communications/tekelec/index.html
http://docs.oracle.com/en/industries/communications/policy-management/index.html
https://docs.oracle.com/communications/F45965_01/index.htm
https://docs.oracle.com/communications/F45965_01/index.htm
http://www.oracle.com/technetwork/topics/security/alerts-086861.html
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1.2Acronyms

Table 1. Acronyms

Term Definition

CMP Configuration Management Platform—component of a Policy Management system

ECO Engineering Change Order

FUP Firmware Upgrade Pack

iLO Integrated Lights-Out—an HP embedded server remote management feature

ILOM Integrated Lights Out Management. An Oracle embedded server remote management
feature

IMI Internal Management Interface

IPM Initial Product Manufacture

MPE Multimedia Policy Engine—component of a Policy Management System

MRA Multiprotocol Routing Agent—also referred to as the Policy Front End (PFE)—component of a
Policy Management System

NW-CMP Network-Level CMP in a Multi-Level OAM Policy Deployment

OA HP Onboard Administrator

OAM The Operat?on, Administration, and Management network (The Platform documentation
refers to this as the XMI network.)

UDR User Data Repository

PCRF Policy Charging and Rules Function

PEE Policy Front End (also referred to as Multiprotocol Routing Agent)—component of a Policy
Management System

PM&C Platform Management and Configuration

REP A replication network, to carry database replication traffic between servers in a cluster

RMS Rack-Mounted Server

S-CMP Site-Level CMP in a Multi-Level OAM Policy Deployment

SIG-A The Signaling A network (The Platform documentation refers to this as the XSI-1 network)

SIG-B The Signaling B network

SIG-C The Signaling C network

SSH Secure Shell

TPD Tekelec Platform Distribution

TVOE Tekelec Virtualization Operating Environment.

XMI External Management Interface—see OAM

XSI-1 External Signaling Interface 1—see SIG-A
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1.3Terminology
Table 2. Terminology

Term

Description

Configuration Management
Platform (CMP)

(CMP) A centralized management interface to create policies, maintain policy
libraries, configure, provision, and manage multiple distributed MPE policy server
devices, and deploy policy rules to MPE devices. The CMP has a web-based
interface.

Multimedia Policy Engine
(MPE)

A high-performance, high-availability platform for operators to deliver and
manage differentiated services over high-speed data networks. The MPE includes
a protocol-independent policy rules engine that provides authorization for
services based on policy conditions such as subscriber information, application
information, time of day, and edge resource

utilization

Policy Front End (PFE)

Previously known as Multi-
Protocol Routing Agent
(MRA)

Scales the Policy Management infrastructure by distributing the PCRF load across
multiple Policy Server (MPE) devices

TPD

Oracle Communications Tekelec Platform Distribution. A standard Linux-based
operating system packaged and distributed by Oracle. TPD provides value-added
features for managing installations and upgrades, diagnostics, integration of 3rd
party software (open and closed source), build tools, and server management
tools.

TVOE

A TPD-based virtualization host. TVOE allows for virtualization of servers so that
multiple applications can reside on one physical machine while retaining
dedicated resources. This means software solutions that include multiple
applications and require several physical machines are installed on very few
(possibly one) TVOE Hosts.

PMAC

Provides hardware and platform management capabilities at the site level for
Tekelec platforms. The PM&C application manages and monitors the platform
and installs the TPD operating system from a single interface

Perform initial configuration

The perform initial configuration is added to the policy server using the platcfg
utility that brings the network interface for the server online and allows
management and configuration from the CMP

Platcfg

The Oracle platform configuration utility used in TPD to configure IP and host
values for a server.

Primary Site (Sitel)

A site where the MPE, MRA primary cluster exists with co-located active and
standby servers

Secondary Site (Site2

A site where the MPE, MRA secondary cluster exists with co-located active and
standby servers for disaster recovery

HP c-Class

HP blade server system

Data Source

Interface that provides data to components
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2. INSTALLATION OVERVIEW

This document describes how to install the 12.6.1 Policy Management applications on supported
hardware platforms.

At the completion of installation, assuming that networking is correctly configured, you can do the
following:

e Login to the management interfaces for the Policy Management system from your network

e Access the management interfaces for the Policy Management system from a remote location
(specifically, an Oracle support office)

e Verify that there are not any alarms for the Policy Management system

e Make a test call through the Policy Management system

2.10verview of Installed Components

This document describes methods utilized and procedures performed to configure hardware used with
Policy Management software and to install Policy Management components on that hardware.

The Policy Management components are:

e Multimedia Policy Engine (MPE)—a required element that provides policy control decisions and
charging control

e Policy Front End, also called the Multimedia Routing Agent (MRA)—an optional element that
maintains bindings that link subscribers to MPE devices

e Configuration Management Platform (CMP)—a required element that provides element
management functions

2.20verview of the Installation process
There are two starting points for installation:

e Equipment ordered from, pre-configured from, and installed by Oracle
e Equipment ordered and installed by the customer

In the first case, there is a known pre-configuration of the equipment that can reduce the installation
time.

In the second case, you verify the hardware installation and cabling before starting. Also, additional steps
are required for initial configuration of systems. In this case, it is possible that firmware revisions are
newer than the qualified baseline. This document may not be enough to deal with all issues for your
installation. At a minimum, the hardware configuration and cabling Technical References for the
installation are needed. This document assumes that all hardware meets Oracle specifications.

You can configure the Policy Management software to operate in an environment of multiple internal
and external networks, including the following:

e For HP hardware, the integrated Lights Out (iLO) feature, an independent subsystem inside an HP
server which is used for out-of-band remote access

e For all configurations (c-Class and RMS), an administrative (OAM) network, to carry internal
management traffic between Policy Management servers
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e Asignaling (SIG-A) network, to carry signaling traffic between Policy Management servers and an
external network (a second signaling network, SIG-B or SIG-C, is also supported)

e A replication (REP) network, to carry database replication traffic between servers in a cluster

These networks must be cabled in a specific topology of internal cabinet cabling, switches, and external
connections supported by the platform software. Different hardware requires different topologies. This
document assumes that the specific topology appropriate for your hardware is installed and verified
correct.

Installing Policy Management software involves a number of steps that you or others must complete in
the following order:

1. Planning the installation. See Section 3, Planning Your Installation.

2. Reviewing and meeting system requirements. See Section 4, System Requirements.

3. Preparing the hardware and operating-system environment (including management servers if
required). See Section 5, Preparing the System Environment.

4. Installing the Policy Management software. See Section 6, Configure Policy Application Servers
in Wireless Mode

10
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3. PLANNING YOUR INSTALLATION

This section provides a planning overview of the Installation activities.

3.1About Planning Your Policy Management Installation

To install and use Policy Management software, you must plan your system by performing the following
tasks:

e Determine the services and the mode you want to provide; for example, Wireless or Wireless-C
(see note)

e Determine the names and addresses of network elements used in your network with which
Policy Management interacts.

e Determine the names and addresses of external data sources used in your network with which
the Policy Management software interacts; for example, subscriber profile repositories, on-line
charging servers, and offline charging servers.

e Choose the Policy Management components you want to install.

e |Install Policy Management software and any optional components.

e Configure each Policy Management component.

NOTE: Wireless-C supports a wireless system supporting SMS Notification Statistics and SCTP counters.

Oracle recommends contacting Oracle Consulting regarding your plans.

3.2About Test Systems and Production Systems

Some prefer to test the Policy Management software in a separate environment to verify its functions,
behavior, and performance before introducing it to their networks. Oracle recommends that a lab
solution be installed that is a replica of the product environment. A lab solution is used to test and verify
use cases before being implemented in a production environment, as well as test configurations or
features ahead of implementation.

A test system focuses on only one integration point at one time; for example, throughput or connectivity.
In some cases, a test system uses a traffic simulator instead of the actual subscriber data during testing.

For detailed information about Policy Management components, see the Configuration Management
Platform Wireless User’s Guide

See Section 4, System Requirements, for information about required hardware and software.

3.3System Deployment Planning

The decision of what interconnect method to use depends on the server hardware and the
implementation scale, and you decide before placing an equipment order.

3.3.1 Networking (c-Class Hardware)

HP c-Class systems are connected to your network using Ethernet uplinks directly from enclosure
switches. The HP Proliant 6120XG or 6125XLG switches are supported with an uplink capacity of 10 GB or
higher.

3.3.2 Networking (RMS Hardware)

HP RMS is connected individually to your network using IP networking switches. This includes installed
interfaces NIC1, NIC2, and iLO.

11


https://docs.oracle.com/communications/F45965_01/doc.126/cmp-wireless-users-guide-release_12.6.1.pdf
https://docs.oracle.com/communications/F45965_01/doc.126/cmp-wireless-users-guide-release_12.6.1.pdf

Policy Management Bare Metal Installation Guide

3.4About Installing and Maintaining a Secure System

The following principles are fundamental for establishing and maintaining a secure system:

Change the factory default passwords immediately, but keep a secure record of your changes.
This includes the root user passwords to servers as well as the passwords to the administrative
accounts for HP OA, Platform Management and Configuration (PMAC), and the Policy
Management CMP system.

Keep software up-to-date. You must keep the product and the installed software dependencies
up-to-date. This includes the latest product release and any patches that apply to it.

Keep up-to-date on security information. Oracle regularly issues security-related patch updates
and security alerts. You must install all security patches as soon as possible. See related Oracle
patch and security bulletins for more information. See also Section 4.1.5, About Critical Patch
Updates.

12
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4. SYSTEM REQUIREMENTS

This chapter describes the hardware, firmware, operating system, and software requirements for
installing software.

4.1 Software Requirements

The Policy Management software runs as a set of applications under an operating environment on server
hardware (which can have its own management software). Later releases of software may be posted as
per the latest Oracle engineering change order (ECO).

4.1.1 Operating Environment

Tekelec Platform (TPD)—ISO or USB image file:

e TPD.install- 7.8.2.0.0_89.18.0-OracleLinux6.10-x86_64.iso
e TPD.install-7.8.2.0.0_89.18.0-OracleLinux6.10-x86_64.usb

Tekelec Virtual Operating Environment (TVOE)—ISO or USB image file:

e TVOE-3.8.0.0.0_89.5.0-x86_64.iso
e TVOE-3.8.0.0.0_89.5.0-x86_64.usb

NOTE: TVOE is used for the PMAC (Platform Management and Configuration) server

4.1.2 Platform Management and Configuration (PMAC)

For HP c-Class hardware, the Platform Management and Configuration (PMAC) server is required. PMAC
is an Oracle application that provides tools to manage multiple enclosures and server software, as well as
networking equipment (enclosure switches).

e PMAC-6.6.1.0.0-66.9.0-x86_64.iso

4.1.3 Policy Management Application

The Policy Management software consists of the following products:

e CMP: cmp-12.6.1.0.0_x.x.x-x86_64.is0
e MPE: mpe-12.6.1.0.0_ x.x.x-x86_64.is0
e MRA (PFE): mra-12.6.1.0.0_ x.x.x-x86_64.iso

13
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4.1.4 Acquiring Software

If you have a commercial license, you can download your software from the Oracle Software Delivery
Cloud, which is specifically designed for software fulfillment.

For patches, see My Oracle Support.

NOTE: The following is an example of downloading the Policy Management software.

CLOUD

Oracle Software Delivery Cloud

Here you can download Oracle software products. If you have
questions regarding the download process, please see our e
Frequently Asked Questions. New User? Register Here

5. Set the Search by field to Oracle Communications Policy Management select 12.6.1.0.0

cLoOuUD FAQ bradley.oppermann@orade.com English Sign Out

Oracle Software Delivery Cloud

Need Help? Contact Software Delivery Customer Service

To add items to your Download Queue, enter the Oracle Product or Release into the type-ahead field below, then select from the list of available ~
platforms. The title will be displayed in the Download Queue. Repeat this step for all titles you wish to download. Once complete, click 'Continue’.

Filter Products by W] programs ] LinuxfovMpvMs [ Self-Study Courseware  [] 1-Click Offerings

Search by |ai Orade C ications Policy M t % Select Platform +
Oracle C icath Policy P t, Second

load Level Authentication -~
Download Ques [ contiue |
Q Oracle C icati Policy I t, Session

Recovery and Timer Enhancement

Selected Item Load More Ttems 1-25 of 163 items ‘ Platform ‘
Product: Oracle Communica Release (51) Tekelec
Oracle C icath Policy I it 12.2.0.0.0
Oracle C ications Policy I t 12.1.2.0.0
Oracle C icath Policy I it 12.1.1.0.0
Oracle C icath Policy I it 12.0.0.0.0
Oracle G icati Policy I t11.5.2.1.0 ™
Oracle C ications Policy I t11.5.1.1.0
About Oracle | Legal Notic  Oradle € ications Policy I t 11.5.0.0.0 B @R
Copyright © 2016 Oradle and,
Oracle C icath Policy I it 11.1.2.0.0

14
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6. Click Continue.

cLOUD English Sign Out

Oracle Software Delivery Cloud

Need Help? Contact Software Delivery Customer Service
To add items to your Download Queue, enter the Oracle Product or Release into the type-ahead field below, then select from the list of available ~
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7. Select the Oracle Communications Policy Management 12.6.1.0.0 and click Continue.
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If more than one release is available, you may select an alternate release by dicking on the 'Select Alternate Release..." link.

Download Queue

[#] Release Selected Ttem Applicable Terms & Restrictions Size Published Date
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M Orade C ations Policy 12 Management 12.2.0.0.0 Oradle Standard Terms and Restrictions  25.5 GB Dec 13, 2016
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8. Confirm the License Agreement.
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&} Print
Oracle Standard Terms and Restrictions ﬂ

These Oracle Standard Terms and Restrictions apply to all programs available on this portal except for those
programs identified in the Special Programs License below. Oracle authorizes your access to programs you wish to
download from this portal only upon the condition that (1) you have already obtained a license from Oradle, or an
Oradle partner, for your use of the programs and that your Oracle Master Agreement, Oracle License and Services
Agreement, Oracle PartnerNetwork Agreement, Oracle distribution agreement, o other license agreement for the
programs with Oracle or an Oracle partner, plus the applicable ordering document(s) with Oracle or an Cracle
pariner (each license agreement and associated ordering document collectively the "Commercial License"), governs
your use of the programs, or (2) if you have not already obtained a license from Oracle or an Oracdle Pariner for
your use of the programs, you accept that the Oradle Trial License Agreement below (displayed after the Oracdle
Special Programs License Agreement) governs your use of the programs for the time specified in such agreement.
Note: Programs downloaded for trial use or downloaded as replacement media may not be used to update any
unsunported proarams =
scroll to read the full license agreement

IV 1have reviewed and accept the terms of the Commercial License, Special Programs License, and/or Trial License.

9. Select the required Software files in their .zip compressed format

NOTE: Click View Digest Details in the lower left corner to see MD5sum and SHA-1 references.

File Download B
You may download files:
= Using the download manager - Select the checkboxes next to the desired files, then dick 'Download’
= Individually - Click the file name to download
Print

| [] orade Communications Policy Management (12.2.0.0.0) for Tekelec | A

E VE839764-01.zip Oracdle Communications Policy Management Agent 12.2.0.0.0-65.1.0 971.9 MB

] V835765-01.zip Oracdle Communications Policy Bandwidth On-Demand Application Manager 12.2.0.0.0-65.1.0 &41.9 MB

/] VB39766-01.2ip Oradle Communications Policy Mediation 12.2.0.0.0-65.1.0 845.8 MB

[] V835768-01.zip Oradle Communications Policy Configuration Management Platform 12.2.0.0.0-65.1.0 1.2 GB

] VB39770-01.zip Oracle Communications Policy Multimedia Policy Engine LI 12.2.0.0.0-65.1.0 862.9 MB

] VB39771-01.zip Orade Communications Policy Front End 12.2.0.0.0-65.1.0 832.0 MB

[] Vv835772-01.zip Oracdle Communications Policy Bandwidth On-Demand Application Manager 12.2.0.0.0-65.1.0 QCOW?2 1.2 GB

|:| V839773-01.zip Oracle Communications Policy Management Agent 12.2.0.0.0-65.1.0 QCOW2 1.4 GB

|:| V839775-01.zip Orade Communications Policy Mediation 12.2.0.0.0-65.1.0 QCOW2 1.2 GB

[ ve39776-01.2ip Oracle Communications Policy Configuration Management Platform 12.2.0.0.0-65.1.0 QCOW?2 1.6 GB

[] Vv838777-01.zip Orade Communications Policy Multimedia Policy Engine 12.2.0.0.0-65.1.0 QCOW2 1.2 GB

[] V835778-01.zip Oracle Communications Policy Multimedia Policy Engine LI 12.2.0.0.0-65.1.0 QCOW2 1.3 GB

W

|:| V839779-01.zip Oracle Communications Policy Front End 12.2.0.0.0-65.1.0 QCOW?2 1.2 GB
Total 21 files About 1 days (at 256KB/sec) Total Size 25.5 GB
NOTE: Some downloaded parts may be split into more than one file.
WGET Options View Digest Details <Back Restore

4.1.5 About Critical Patch Updates

Install all Oracle critical patch updates as soon as possible. To download critical patch updates, find out
about security alerts, and enable email notifications about critical patch updates, see Oracle patch and
security bulletins.
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4.1.6 Additional Software Requirements

For an HP c-Class hardware installation, the PMAC netConfig tool uses network configuration files to

configure enclosure and aggregation switches. The Policy Management ISO image files include switch
configuration template files. Edit these template files to make them specific for your installation and

place them on the PMAC server after it is installed.

NOTE: These files may change from release to release.

4.2Hardware Requirements
The following servers are supported:

e HP DL360/DL380 (G8/G9 RMS)
e HP c-Class server (BL460 G8/G9 Blade Server)

NOTE: A c-Class installation requires one dedicated management server running PMAC software for each
site. For an RMS installation PM&C is optional.

Also have on hand:

e HP or Oracle firmware ISO or USB image files

e If you are installing USB files, USB flash drives (5GB or larger) for creating bootable USB media

e laptop

e Console cable (to connect the laptop to switches in a c-Class environment)

e (Category 5 Ethernet cable (to connect the laptop to the local switch, for serial over LAN console
connections, and to access system GUIs)

e HP Blade Monitor/Keyboard/USB front handle cable (optional, for console and USB access
directly to servers in a c-Class environment)

4.3Acquiring Firmware

Several procedures in this document pertain to upgrading firmware on various servers and hardware
devices. This process varies depending on from whom you purchased your hardware.

The following Policy Management 12.6.1 servers and devices may require firmware updates:

e HP DL360/DL380 RMS server
e HP c7000 Blade System Enclosure Components:

o Onboard Administrator
o HP 6125XLG blade switches
o HP BL480c/BL460c blade servers

You must complete all firmware updates before putting the Policy Management system into service.

4.3.1 Acquiring Firmware for HP Hardware Purchased Through Oracle

The HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.12 are provided
for HP hardware purchased through Oracle. Each describes functionalities, fixed bugs, known bugs, and
any additional installation and configuration instructions required, relative to this release.

For Policy Management 12.6.1, the minimum supported firmware is 2.2.12. Contact My Oracle Support
for assistance if needed.

Firmware is available as:

17


https://docs.oracle.com/cd/E91277_01/index.htm

Policy Management Bare Metal Installation Guide

e |SO or USB image files of HP Smart Update firmware:

0o FW2_SPP-2.2.12.0.0_X.X.x.isO
o FW2_SPP-2.2.12.0.0_x.x.x.usb

e ISO image files of HP Misc firmware ISO:
o FW2_MISC-2.2.12.0.0_x.x.x.iso

NOTE: Later releases may be posted as per the latest Oracle ECO.

4.3.2 Acquiring Firmware for HP Hardware Purchased Directly

If you have purchased your own HP hardware, Oracle does not directly provide you with firmware
upgrade media. See HP Solutions Firmware Upgrade Pack, Software Centric Release Notes, Release 2.2.12

4.4Information Requirements

You must determine and record the IP addresses that you need to configure the equipment. Record
switch ports, cable drops, and IP network addresses for your network.

Be certain of the equipment location and the system identification method. Oracle recommends that you
prepare, or have at hand, enclosure layout diagrams.
4.4.1 Logins/Passwords

The standard configuration steps configure standard passwords for root, admusr, configUser,
pmacadmin, HP OA, and other standard accounts referenced in this procedure. These passwords are not
included in this document. Contact Oracle Support for this information.

Initial login to an HP server/module is configured by HP at the factory. However, if you purchased your
equipment from Oracle, then the HP passwords are replaced with the standard passwords.

When first logging in to the Configuration Management Platform (CMP), the management interface for
the Policy Management product, three login IDs are available by default:

e admin

This is the default administrator user with all privileges.
e operator

This is the default operator user with all privileges except user administration.
e viewer

This is the default read-only user.

IMPORTANT: The initial password for all three of these login IDs is policies. You are required to change
the password the first time each login ID is used.
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5. PREPARING THE SYSTEM ENVIRONMENT
To install the software, you first need to prepare the system environment with the following:
e Supported hardware servers (installed or racked), powered and cabled together

o Each server includes the required firmware revision
o Each server includes the required operating system software at the required revision level

e Supported interconnection switches, either enclosure switches or aggregation (network)
switches

To prepare and configure servers, you need their login information.

5.1Preparing an HP RMS Environment

The procedures listed in this section are specific to HP DL380 rack-mount servers.

5.1.1 ILO Configuration Procedure

You can configure the HP Integrated Lights-Out (iLO) remote management feature from the Console Boot
menu. You can also configure iLO from the iLO GUI.

Prerequisites:
To complete this procedure, you need the following information and material:

e Static IP address, netmask, and default gateway of the server

e The current date and time

e The passwords you intend to define for the default Administrator account and the root user
(root_password)

e Local console access (monitor/keyboard) or a laptop connected to the serial console for the
server

The ILO configuration procedure is described in TPD Initial Product Manufacture, Software Installation
Procedure. (Appendix F)

5.1.2 Updating DL380 Server Firmware
Each server must have the correct release of firmware.

The procedure for updating Oracle server firmware is described in the HP Solutions Firmware Upgrade
Pack, Software Centric Release Notes, Release 2.2.12

5.1.3 ILO Web GUI Settings

After you have performed the ILO configuration procedure, ILO is accessible through its web GUI
interface. Change the default password for the root account.

To complete this procedure, you need to record the password for the root account (root_password).
To change the password, while in the ILO web interface:

1. Navigate to ILOM Administration = User Management = User Accounts.

2. Click Edit.

3. Change the root account password.
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4. Click

Save.

The procedure to update ILOM web GUI settings is described in TPD Initial Product Manufacture,
Software Installation Procedure. (Appendix F)

5.1.4 BIOS Configuration HP DL380 RMS Server

The procedure for BIOS configuration are located in section 7.3.1:B/0S Settings for HP Gen 8 Blade and
Rackmount Servers or 7.3.2:BIOS Settings for HP Gen 9 Blade and Rackmount Servers of this document.
BIOS configurations are also referenced in TPD Initial Product Manufacture, Software Installation

Procedure. (Appendix E)

After completing ILOM and BIOS configuration the HP DL380 RMS server is ready to IPM

5.1.5 IPM of a HP DL380 RMS Server
Every HP DL380 RMS server must go through an initial product manufacturing (IPM) procedure to install

software on i

t.

Prerequisites:

To complete this procedure, you need the following materials and to perform these installation steps:

e TPD ISO image file (Section 4.1 Software Requirements)

Additional information regarding the IPM install procedure is described in the TPD Initial Product
Manufacture, Software Installation Procedure (Section 3.3)

This procedure installs system OS (IPM) of the server

Needed material:

e TPD ISO image file used for virtual mount accessible on laptop
e USB device prepared with bootable version of TPD image

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.2.5: IPM of a HP DL380 RMS Server

Step

Procedure

Details

usB

TPD

1. []| Insert Bootable

Media/mount

ISO

Create a bootable USB drive with the TPD ISO image file. Use the method provided in
the README . txt file that is included with the downloaded Policy Software or other
suitable method for creating a bootable USB device. There are several readily available
utilities to achieve this.

Then insert the USB drive locally into the server and reboot the server to the bootable
USB device. Then proceed to Step 3 of this procedure if using this method

If local access to the server is not available and network access to the iLO of the server is
enabled you can use the remote console capability of the HP iLO as per the following
procedure

See Section 7.1.2: Accessing the Remote Console using the OA (c-Class)

If you are using the iLO remote console and have the TPD software as an ISO image file,
do the following to restart the server to the ISO image file:
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Step Procedure Details

1. Open abrowser, enter the URL of the iLO system (management_server_iLO_ip),
and log in. For example:

iLO 4
HP ProLiant

Firmware Version 2.03
ILOUSE312YML2

Lok user name. 49

Passons oo

iLO 4 Local User: Administrator
ProLiant DL380p Gend iLO Hosiname:ILOUSE312YY7M.
Expand Al iLO Overview
(=] Information
ey Information Status ~
System Information
L0 Event Log Server Name. mass-cmp-1b System Heallh /%, Degraded
Intograted anagement Log Product Hame ProLiant DL380p Gen3 SeverPower @ oN
e Healh yclem Log uuio BHE uomacatr @ v s

Diagnostics

Location Di s Server Serial Number USEM2VYTM TPM Status Hot Present
N h':]; ‘s:mmw erviees Product ID 653200-B21 SD-Card Stalus  Nol Present
Insiy ent
o System ROM P70 iLO DatefTime  Fri Jan 20 20:31:28 2017
iLO Federation
System ROM Date 08022014

emote Console Backup System ROM Dale  02/10/2014

Virtual Media Integrated Remote Console NET Java

Power Management License Type iLO 4 Advanced

[+] Network iLO Firmware Version 2.10 Jan 15 2015

[+] Remote Support 1P Address 10.240.152.24

[+] Administration Link Local IPv6 Address  FES0::B6B5:2FFF-FEEB:IFOC
iLO Hostname ILOUSE312YY7M.

2. Onthe home page, select Remote Console = Remote Console. The Remote
Console page opens. For example:

N 3
Expint 41 2
5 ikoomaion
Liinch | v | Hokkeps
) WO Feseratan
(-] Femas Canaole El
Remee Cemoe
3] Virssal Media. NET Integrated Remote Console (.NET IRC)
<] Powss Masagemect Tha NET IRG poeses racteaccaes 0 sy KV and <onbl o it P and o Tor 3 gl censcle bl o e Wiioss NET Framawork
+) hetwork
Hyou e usg Wi Wnsons B r Wnsovs .1 st AT som Tre HET 208 e The WET RC
| Pemane Support susperts the kg versos of the HET Framewek: 1.5 Full £ (Full,and 43
] taminnvman MET Framawark Detection
Cemputhie Versions | staus
15
Ao Gox
i
Java Integrated Remote Console (Java IRC)
Toe e o 1 avaainy o ava
HP iLO Mobile App L |
B el consoeof it serve o e T cty i e L recsar
e serer  pugpedie

NOTE: When launching a remote console, the .NET application is compatible with a
Windows browser; Java is compatible with both Windows and Firefox browsers.

3. Inthe Java Integrated Remote Console section, click Launch. A security warning
window opens, prompting for confirmation that you want to run the application.
For example:
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Step

Procedure

Details

Launching Application Shared il

5 L

Yerifying application requirements. This may take a few moments,

4. Click Run. The Remote Console window opens.

Application Run - Security Warning x|

Do you want to run this application? )L\T,’

Name:
Integrated Remote Console

From (Hover over the string below to see the full domain):
10.253.104.246

Publisher:
Hewlett-Packard Company

Run

‘While applications from the Internet can be useful, they can potentially harm your
computer. If you do not trust the source, do not run this software. More Information...

5. Select Virtual Drives = Image File CD-ROM/DVD.
6. Browse to the ISO image file location, and click Open. The ISO image file is
mounted.

-!';ﬂ' iLO Integrated Remote Console - Server: mass-cmp-1b | iLO: ILOUSE312YYTM
Power Switch | Virtual Drives Keyboard Help
E:\ My Passport

Folder
Image File Removable Media =d s author isers in the

URL Removable Media SRS . are monitored to the

TR dninister the - y

URL CD-ROM/DVD erating beyond eir proper authority,
and to inv .n. lyale Lmpropel . or |\ . HI] fl.l‘il"l"ii?i'l'l!'[ this '?I]F:Tl"m,

7. Select Image file CD-ROM/DVD and browse to the TPD ISO location then click Open:

< v A » ThisPC » Downloads » iso

SIGC * O Mame Date modified Type

B videos | TPD.install-7.2.0.0.0_89.8.1-Oraclelinu...  7/8/2
wireless_12.5.0_manish_workspace

[ This PC
J 3D Objects
[ Desktop
=| Documents

4 Downloads

7PM Disc Image File

12.4 Performance Scripts

Backup_3

8. Select Power Switch > Momentary Press. The server powers down.
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Step

Procedure

Details

Eﬁ iLO Integrated Remote Console - Server: mass-cmp-1b | iLO: ILOUSE3
Power Switch Virtual Drives Keyboard Help
L'] Momentary Press

g;‘f;";”“"‘ NOTICE - PROPRIETARY SYSTEM

) Reset

ourse ot legitimate corporate busines
=xtent neces to properly administer the syste
imauthorized users or users operating beyond their
and to investigate improper acce or use. By acc
jou are consenting to this monitoring.

9.  When the Power Switch options display the Momentary Press option, Click

Momentary Press again.

3‘;" iLO Integrated Remote Console - Server: Site2-nw-cmp-b | iLO: ILOUSES
Power Switch Virtual Drives Keyboard Help

U) Momentary Press

10. The server starts and displays a screen similar to the following when the boot
process is complete.

- @ 10.75.174.143 E D zﬂ ><

7.8.2.0.0_89.18.0

x86_64
For a detailed description of all the supported commands and their options,
please refer to the Initial Platform Manufacture document for this release
In addition to linux & rescue TPD provides the following kickstart profile

[ TPD i TPDwnoraid { TPDlvm { TPDcompact i HDD 1]
Commonly used options are:

console=<console_option>[,<console_option>] 1]

primaryConsole=<console_option> 1
rdate=<{server_ip> 1]

[
[
[
[ scrub 1

[ reserved izel>[,<sizeN>] 1

[ di onf ig=HWRAIDI[,forcel [ctrislot=<slot #>] 1]
[ drives=<{device>[,devicel 1
[ guestArchive 1
[ control_if if1>[,<if2>]1 1

To install using a monitor and a local keyboard, add console=tty0

Console: Enter
TPD boot:

Enter the following command at the boot prompt to initiate the initial product
manufacture (IPM) process.
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Step

Procedure

Details

command with
correct options

TPD install takes
approximately 20
to 40 minutes to
complete

TPDnoraid console=tty0 diskconfig=HWRAID, force

NOTE: If a direct connection to the serial console is being used for this step instead of
the remote iLO console it is not necessary to include console=tty0

NOTE: If a non Policy Management application was installed on the server, you may
have to clean up logical disc partitions created by the application. Depending on the disc
partitioning, this may add up to four hours to the installation process. Refer to TPD
Initial Product Manufacture, Software Installation Procedure (Section 3.4)

The TPD installation takes approximately 20 to 40 minutes to complete, starting with
checks then installation starts:

boot: TPDnoraid diskconf ig=HWRAID,force console=ttyd
Loading wmlinuz
Loading initrd.img

1 Ins=tallation Starting |
Starting installation process
19

Then you can able to monitor the packages installation progress:

{ Package Installation |

167
Packages completed: 155 of 828

Installing hpssacli-Z2.48-13.8.x86_64 (28 MB)
HPE Command Line Smart Storage Administrator

Then post installation scripts kick off:

Post-Installation

Rumming post-installation scripts
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Step Procedure Details
After the IPM process is complete, you are prompted to press Enter to reboot the
server. At this point the media used to install the OS must be removed or unmounted
before selecting the Reboot option. Otherwise the server boots to the bootable media.
| Complete |
Congratulations, your Oracle Linux Server installation is complete.
Please reboot to use the installed system. Hote that updates may
be available to ensure the proper functioning of your system and
installation of these updates is recommended after the reboot.
|
When you see the Complete window, the IPM process is complete.

3. [_]| Removeor e Ifinstallation is performed remotely unsing the remote console for iLO, unmount
unmount the the image using the virtual drives menu (uncheck the image file option) then press
installation Enter to reboot the server.
media. e If a bootable USB device was used, remove the USB device.

IMPORTANT: If you reboot the server without removing the installation media
the server boot to the bootable media. If this happens, wait until you see the
Complete window, remove the bootable image, and reboot again.

Console: Press
Enter to reboot

Ensure that the console window is selected. Press Enter.

The server restarts and displays the login prompt

Console: Login
prompt

After the server reboots, the login prompt displays.

If the login prompt is not displayed after waiting 15 minutes, contact Oracle Customer
Support for assistance.
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Step Procedure Details
6. [_]| Console:Run Log in as the root user and enter the following command to check the major
syscheck components of the system:
# syscheck

The utility displays OK for each component that passes, or a descriptive error of the

problem if a component fails. The following example shows a successful run where all

subsystems pass, indicating that the post-installation process is complete:
[root@hostname483a475913f7 ~1# scC

Running modules in class disk...
0K

Running modules in class hardware...

0K

Running modules

Running modules i proc...

0K

Running modules in ss system...
0K

Running modules i ass upgrade...
0K

LOG LOCATION: ~svar Cs/logssyschecks/fail_log
[root@hostname483a475913Ff7 "1

If any of the modules return an error, do not continue; contact My Oracle Support and
report the error condition.

7. [_]| Console: Verify Verify that IPM completed successfully using the following commands:

Install success . .
$ sudo verifyIPM (use -force if needed)

S sudo echo $? (returns 0 errors)
$ sudo getPlatRev (returns the current TPD version installed)

The following example shows a successful installation:

[rootBCMP-1 " 1# sudo verifylPM --force

arnings were found in one of the rvar/TKLC/log/ipmsboot.logx= files.

==== OUTPUT ====

var/TKLC/log/ipm/boot . log:Warning: There might not be enough space to save a v
ore.

= END OUTPUT ==

lease examine log files for more details.

[root@CMP-1 ~1# sudo echo §7

4
[rootBCMP-1 "1# sudo getPlatRev

NOTE: If you see any errors, contact My Oracle Support.

Repeat this procedure for every server.

—End of Procedure—

5.1.6 Installing Policy Management Software

This procedure installs the Policy Management Software.
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Prerequ

isites:

Before beginning this procedure, you must have the following material and information:

e The appropriate release and application packages of the Policy Management software, either on
physical media to mount directly on the server or available as an ISO image file to mount

virtually.

Access to the server, either directly or through the ILO remote console.
If you are using the ILO remote console, you need the IP address of the ILO system and the login

information.

NOTE: Two methods for installing the Policy Application are listed.

1.
2.

Use a USB drive inserted locally into the server. This is the preferred method.

Use the virtual mount capability of the iLO remote console over a network. This method is
dependent on having a good network connection from the workstation where the ISO is located
to the target server iLO. The browser used to attach the ISO and launch the server iLO remote
console must be co-located with the ISO file repository. Additionally any method that places the
Policy Application ISO image file in the /var/TKLC/upgrade directory of the target server is

acceptable.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.2.6: Installing Policy Management Software

Step

Procedure

Details

1. []

Make the Policy
Application I1SO
images available
for installation

Copy the Policy Application ISO image file (CMP, MPE, MRA) onto a USB drive and
insert the USB drive locally into the server.
Connect to the server console or remote console:

- Uusing a VGA display and USB keyboard, or
- Using the Server iLO port and iLO web interface (to access remote console)

Proceed to step 2 of this procedure
Or

If you are using the iLO remote console and have the Policy Management software
as an ISO image file, do the following to mount the ISO image file as a virtual drive:

NOTE: This method is dependent on having a good network connection from the
workstation where the ISO is located to the target server iLO. The browser used to
attach the ISO and launch the server iLO remote console must be co-located with
the ISO file repository.

Open a browser, enter the URL of the iLO system (management_server_iLO_ip),
and log in. For example:
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Step Procedure Details

LO 4

Expond AN ILO Overview 0
| Information
Sk, Information Status
Sysiste urimaden arver Nome WPE27 ystam Hoath @ oK
2 Ef;’“wmmg Broduc Nam BroLiant DL380p Gand St @0
wwo 2333636 3030-4EAI4TIR-IISICSE

ystem Log uomdcaor @ o OF
Serves SeriNumber  CNG241SLXN 0o

e s TP SEus  NotPresent

oz, SO-Cord Status Not Present
i O edtraton 0abis L0 DatefTime  Wed Jul £03:10:30 2016
e 09082013

NET Java

L0 4 Advanced

203 Nov 07 2014

101136424

FES0.29C 26F FEDSC4
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<) Remots Console
=] Virtuat Media

+) Powsr Management
=) Notwork

+) Remote Support
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Active Sessions

Souree

visb Ul
job UI
b I

4. Onthe home page, select Remote Console. The Remote Console page opens. For
example:

Excen 4 Remote Cansoie -iLO Integrated Remote Cansole ?

+] Imarmaten

= Laach | orn | bl

[¥] 10 Foserstion

] weman comaie a2
Ramsh

(5] i e \MET Integrated Remate Console [ NET IRC)

7] Fower wanapement Tow MET U greotes st 6505 1 ke KM o i of Vel Povar an e o g sk bk sn s Wzt FET Framswec

) Mtk

“ Hosw ane 3ing P 7. Windaws 1o Windows B.1. 2 supparies it NET arsfen. The KET Frame Merozoft Dewmicad Cerler. The .KET IRC

(1] menate svmpart ‘SLppait 8B fbaniag Srvicn of e NET Feaninart 15 (Rl 40 (Fll, a8 4.5

5] Mt sdon

(NET Framewerk Detectian

Compatibl Varuisns | Sisis

Java Integrated Remot Console (Java IRC)

TR 1362 . FIEWIES R 20184513 T STAIETY KAAA 308 SONTE WAL FaSr 200 ME3 T 3 3343 SppRASAE conscis 32 RGLNESTHE Iraiabeny € 3171

HP ILO Mobile App

TG HP L0 W 3 ES1E0 HSGRI3 3E2353 4008 T EEOHSE 0 947 KD EWOLEa L 5a1 T U D 550, TG b 350 ALSER) (928 Wi 14 L0 [eBe4Beis oy HO Proliant 41, praiing 601 e
the zoner bl imer a5 o and e oz e

NOTE: When launching a remote console, the .NET application is compatible with a
Windows browser; Java is compatible with both Windows and Firefox browsers.

5. Inthe Java Integrated Remote Console section, click Launch. A security warning
window opens, asking for confirmation that you want to run the application. For
example:
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Details

Step Procedure
Shared x|

Launching Application

5 L

‘erifving application requirements. This maw take a few moments.

x|
2

Do you want to run this application?

Name:
Integrated Remote Console

From (Hover over the string below to see the full domain):
10.253.104.246

Publisher:

Hewlett-Packard Compan!
Fun

y ) While applications from the Internet can be useful, they can potentially harm your
*/ computer. If you do not trust the source, do not run this software. More Information...

6. Click Run. The Remote Console window opens.

Eﬁ- iLO Integrated Remote Console - Server: mass-cmp-1b | iL0: TLOUSE313YY7M - ID ﬂ

Power Switch  Virtual Drives Keyboard Help

NOTICE PROPRIETARY S

to be used solell uthorized in the

are monitored to the
m, to identify
» proper authority,

intend

imate rate bu

to properly administer th
or rs operating beyond their
te improper access or u By accessing this sy

you are consenting to this monito

Select Virtual Drives = Image File CD-ROM/DVD, browse to the ISO image file

7.
location, and click Open. The ISO image file is mounted.

5;’- iLO Integrated Remote Console - Server: mass-cmp-1b | iLO: ILOUSE312
Power Switch 'm Keyboard Help
|| o= E:\ My Passport
- Folder I F
. ( :rs in the

monitor to the
, to identify

erating beyond their proper authority,
By accessing this s

invesLiyate TMproper o

senting to this monitor

jOou are con

NOTE: Verify that the ISO image file selected (CMP, MPE, MRA) is the correct one for
the target server according to the Policy solution design.
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Step

Procedure

Details
=] File Upload X

< | [@ penugu | [@&] Desktop || Media

Places Name Size

Q? Search mpe-12.6.1.0.0_19.1.0-x86_64.is0
&) Recently Used

cmp-12.6.1.0.0_19.1.0-x86_64.iso
mra-12.6.1.0.0_18.1.0-x86_64.iso
mpe-1i-12.6.1.0.0_18.1.0-x86_64.is0
mpe-12.6.1.0.0_18.1.0-x86_64.is0
cmp-12.6.1.0.0_18.1.0-x86_64.is0
TPD.install-7.8.2.0.0_89.18.0-OracleLin...
mra-12.6.1.0.0_17.1.0-x86_64.iso

Modified A | =
974.8 MB Monday 3
1.6 GB Monday

933.2 MB 03/30/2022
971.5 MB 03/30/2022
974.7 MB 03/30/2022
1.6 GB 03/30/2022
700.0 MB 03/30/2022
932.6 MB 03/22/2022

(& penugu
[ Desktop
[ File System

Cancel Open

In this example the CMP ISO image is selected. Click open to mount the required I1SO
image file, the screen closes (the ISO has mounted) and you are returned to the CLI
prompt of the remote console.

Console: Login as
admusr

1. Connect to the server console, either directly or remotely:

- Directly—using a display and keyboard
- Remotely—using the iLO Remote Console and the server iLO port

2. Login as admusr if not logged in.

= @-&-|

J iLO Integrated Remote Console - Server: hostnameacf2432e4a09 | iLO: ILO6CU312Y534 - -

Power Switch  Virtual Drives Keyboard Help

Authorized s only. All activity may be monitored and reported.
hostnameacfZ432e4aB9 login: admusr

P word:

Last login: Tue Aug 28 22:82:47 on ttyl
[admusrBhostnameacf2432e4aB9 ~1§ _

720 x 400 W[ m EE\ 4 RC4 0
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Step

Procedure

Details

Console: verify
platform revision

You can verify the platform revision by logging in as the admusr user and entering the
following command: $ sudo getPlatRev For example:

#sudo getPlatRev
[rootPhostname35a27b942e64 “ 18 getPlatRev
7.8.2.8.8-89.18.8

[rootPhostname35aZ2?7b942e64 “ 1t

x 400
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Step Procedure Details
4. [] Console: run 1. Enter the following command to start the Platform Configuration utility:
platcfg and #sudo su - platcfg

validate the media
The Platform Configuration Main menu opens.

2. From the Main menu, navigate to Maintenance = Upgrade - Validate Media,
select the ISO image file, and press Enter.

Main Menu Upgrade Menu
Maintenance Menu

Validate Media

Diagnostics Early Upgrade Checks

Server Configuration Backup and Restore Initiate Upgrade

Security Halt Server Copy USB Upgrade Image

View Mail Queues Hon Tekelec RPM Management

Restart Server Accept Upgrade

Eject CDROM Reject Upgrade

Exit Exit

Remote Consoles

Network Configuration
NetBackup Configuration

Policy Configuration
Exit

NOTE: Depending on the method used the platcfg utility searchs for any mounted
ISOs and if successful displays the Policy Application I1SO image file to install

For example:

1 Choose Upgrade Media Menu |
&
[

Exit

3. Select the ISO image and press Enter:

The utility displays the message Validating media or cdrom and a series of
hash marks (#). When it finishes, it displays information about the I1SO image file and the
message the CDROM or Media is Valid. The following example shows a successful
validation:

HEHHBHUBHUBHUHUHHBHHBHUBUUBRUBHUBUUUNBNUBRUBBUBBNHUBUHUNBRNERY
(RiRIR R R IR R R R R R R R R R R R R R R R R R R R R R R R R R RS R

JIMUT Ualidate Utility v2.3.4, (c)Tekelec, May 26814
alidating ~rdevrs
A 7:87:83
olume ID: 12.6.1.8.8_17.1.8
art Number: N-A
Jersion: 12.6.1.8.8

c Label: cmp
> de ription: cmp
media validation is complete, the result is: PASS

CDROM is UValid

RESS ANY KEY TO RETURN TO THE PLATCFG MENU.
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Step

Procedure

Details

Console: verify
platform revision

Press Enter to return to the menu.
Scroll to select Exit.
Press Enter.

1 Choose Upgrade Media Menu

12.6.1.8.8_17.1.8

The Main menu opens.

— Upgrade Menu |———

Jalidate Media

Early Upgrade Checks
Initiate Upgrade

Copy USB Upgrade Image

Non Tekelec RPM Management
Accept Upgrade

Re ject Upgrade

Exit

Console: Select ISO
to install, and
confirm

Application
installation takes
approximately 20
minutes—if
installing with a
virtual mount, it
takes longer

1.

2.

From the Main menu, navigate to Maintenance = Upgrade = Initiate Upgrade.
The Choose Upgrade Media Menu window opens. For example:

LEERSLS " Upgrade Menu
Maintenance Menu

Diagnostics lpgrade

Server Configuration Backup and Restore
Security Halt Server
Remote Consoles View Mail Queues
Network Configuration Restart Server
NetBackup Configuration Eject CDROM
Policy Configuration Exit

Exit

Early Upgra:

Non Tekelec RPM Management
Accept Upgrade

Reject Upgrads

Exit

Select the ISO image as per the previous step, and press Enter

1| Choose Upgrade Media Menu

rdev/srB
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Step Procedure Details
NOTE: The server reboots twice during the installation process, Do Not Remove the
media at this time.

7. []| Console: Verify After the application has completed installation log back in to the command line as
Policy install admusr and confirm the installed TPD platform version and the policy application
version version.

1285 714
1285 ~1# appRev
all Time: Tue Mar ¢ 16:42:87 ¢
oduct Name: mpe
Product Releas 12.6.1.8.8_17.1.8

Distro Product TPD
7.8.2.8.8_89.17.8
TPD.install-? Z2.8.8_89.17 . 8-0OraclelLinux6.18-x86_64.is0
mpe-12.6.1.8.8_17.1.8-xB86_64.iso0
OracleLinux 6.18

Verify:

e TPD revision installed
e Policy application installed and its revision

8. []| Console: Verify Inspect the /var/TKLC/log/upgrade/upgrade. log file to verify that the installation
Install success succeeded.

Look for the line Upgrade returned success! nearthe end of the file. The
following example shows a successful installation:

4 iLO Integrated Remote Console - Server: hostname483a475913f7 | iLO: ILO6CU312Y534 = [10]

Power Switch  Virtual Drives Keyboard Help
1531381869 :Running postUpgradeBoot() for Upgrade::Policy::(PUpgradeCommon upgra
de policy...
1531381869 :Running postUpgradeBoot() for Upgrade::Policy::(QPUpgradeProgress upg
rade policy...
1531381869 :Running postUpgradeBoot() for Upgrade::Policy::PlatformLast upgrade
policy. ..
1531381869 : :Returning HIDS monitoring to its previous state...
1531381869: :Returning HI monitoring to the CONFIGURED state
1531381869 : :HIDS was suc ully brought to the CONFIGURED
531381869: :Updating platform revision file...
15313810869 VERSION=1.1
531381878: :Upgrade returned success?t
1531361878 :Creating RC ipt to set alarm on next boot
1531381878 : ' /mnt upgrade upgrade/upgradeStatus’ -> ‘/sysimagesetc/rc.dsrcd.d/S
OTKLCupgradeStatus’
1531381878: :Cleaning up chroot environment...
153138187 Stopping remoteExec background process
1531381878: :Shutting down /mnt/upgradesupgradesremoteExec. ..
1531381878 :
1531381277:: rsetcsrcd S99TKLCupgradeStatus - AlarmMgr daemon is not rumning, d
elaying by 1 minute
setecsre adeStatus Not setting 'Upgrade Accept/Re jec

setcsrcd.d/S99TKLCupgradeStatus

NOTE: If the installation is not successful, inspect the following log files for more details
and to see if errors occurred:

e /var/TKLC/log/upgrade/upgrade.log
e /var/TKLC/log/upgrade/ugwrap.log

9. [_] Remove Media Remove the installation media or dismount the virtually mounted ISO image file from
the server. The Policy Management software is installed on the server.
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Step Procedure Details
10. [_]| Policy Solution Repeat this procedure to install each Policy Management component (CMP, MPE, MRA)
servers on each server.

For Wireless mode, proceed to Section 6: Configure Policy Application Servers in
Wireless Mode

—End of Procedure—

5.2Preparing a c-Class Environment

5.2.1 Preparing the PM&C Management Server

This section references the procedures used to install Policy Management software in a c-Class
environment. A Platform Management and Configuration (PM&C) application on a Management Server is
required for a c-Class installation. The Management Server is a rack mount server. PM&C provides tools
to manage multiple enclosures and server software as well as networking equipment (enclosure
switches).

Tekelec Virtual Operating Environment (TVOE) 4.1 Software Requirements is required for the
Management Server installation. You must install TVOE first, then the PM&C application.

The procedure for installing and configuring the Management Server is described in the PMAC 6.6
Configuration Reference Guide.

It is necessary to IPM the Management Server and update the firmware according to the type of
Hardware that is used for the Management Server.

Refer to Chapter 8 Management Server Procedures

e 8.1 IPM Management Server
e 8.2 Upgrade Management Server Firmware

To install the Platform Management and Configuration (PMAC) application on the Management Server
refer to Chapter 9 PMAC Procedures

e 9.1 Installing TVOE on the Management Server
e 9.2 Configure TVOE Network
e 9.3 Deploy PMAC Guest

The procedures referenced in this section deploy PM&C on the management server. In Policy
Management 12.6.1, the management server is used for installation, adding servers, field repairs, and
deploying firmware upgrades. PM&C installation is not service-affecting for the Policy Management
system; that is, Policy Management itself does not rely on PM&C to function.

5.2.2 HP C-7000 Enclosure Configuration

Procedures for Installing and configuring a HP C-7000 enclosures are found in PMAC 6.6 Configuration
Reference Guide.

Refer to Chapter 7 C7000 Enclosure Procedures
PM&C can manage multiple enclosures. The following procedures are applied for each enclosure.
e Section 7.1 Configure Initial OA IP

You can configure the OA IP address using the enclosure front panel display.
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e Section 7.2 Configure Initial OA Settings Using the Configuration Wizard

This procedure configures initial OA settings using a configuration wizard. This procedure is used for
initial configuration only and is performed when the Onboard Administrator in OABay 1 (left as viewed
from rear) is installed and active.

Prerequisites:
If the aggregation switches are supported by Oracle, then configure the Cisco 4948/4948E switches.

o Refer to Chapter 7 C7000 Enclosure Procedures
e Section 7.3 Configure OA Security

This procedure disables telnet access to OA.
e Section 7.4 Upgrade or Downgrade OA Firmware
This procedure updates the firmware on the OA.
e Section 7.5 Store OA Configuration on Management Server
This procedure backs up OA settings on the management server.
e Section 7.8 Update IPv4 Address
This procedure updates the IP addressing for a C7000 enclosure.
Or
e Section 7.9 Update IPv6 Address

This procedure updates the IP addressing for a C7000 enclosure. It may be used to add IPv6
addresses and/or to edit existing IPv6 addresses.

e Section 7.10 Add SNMP Trap Destination on OA

An SNMP trap destination must be added and configured using the Onboard Administrator (OA),
or SNMP must be disabled.

5.2.3 Adding the Cabinet and the Enclosure to the PM&C

This procedure provides instructions to add a cabinet and an enclosure to the PM&C system inventory.

Prerequisite:

Before beginning this procedure, you must have configured the PM&C application.

To complete this procedure, you need the following information:

e The cabinet ID (cabinet_id), a number from 1 to 654.

e The Location ID (location_id), a number from 1 to 4, used to uniquely identify the enclosure in
the cabinet. The cabinet ID and location ID are combined to create a globally unique ID for the
enclosure (for example, an enclosure in cabinet 502 at location 1 has an enclosure ID of 50201).
Enclosures are typically numbered from the bottom; that is, the enclosure in the bottom of the
cabinet is location 1.
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.3.3: Adding the Cabinet and the Enclosure to PM&C

Step Procedure Details

1. [] PM&CGUI: Login | 1. Open web browser and enter: https://<pmac_management_network_ip>
2. Login as the pmacadmin user.

ORACLE

Oracle System Login

Mon Jul 9 06:35:58 2018 UTC

Log In
Enter your username and password to log in

Username: pmacadmin

Password: |s-s-- q

Change password

LogIn
2. [ PM&CGUL: Navigate to Main Menu = Hardware = System Configuration = Configure
Configure Cabinets.
Cabinets

= £ Main Menu

B & Hardware

B & System Configuration

= |
: - [ Configure Enclosures
B Software

3. []| PM&CGUI: Add On the Configure Cabinets panel click Add Cabinet
Cabinet

Provisioned Cabinets

There are no pravisioned
cahinets

Add Cabinet

4, |:| PM&C GUI: Enter | Enter Cabinet ID and click Add Cabinet.
Cabinet ID

Add Cabinet

Cabinet ID: Cabinet 1D must be from 1 to 634
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5. [_J| PM&CGUI: Check | If errors are not reported, you see the following:
errors -
Configure Cabinets

Provisioned Cabinets

101
Add Cabinet || Delete Cabinet

Or you see the Cabinet ID is invalid error message:

Add Cabinet

f o CabinetID 900 is invalid: must be between 1 and 654

Navigate to Main Menu = Hardware = System Configuration = Configure

[] PM&CGUI: Go to
Configure HPC Enclosures.

Enclosures

£, Main Menu
B & Hardware
E®s

m Configuration
nfigure Cabinets

Jcontigure Enclosures

il Software

On the Configure Enclosures panel, click Add Enclosure

[]| PM&C GUI: Go to
Add Enclosure
Provisioned Enclosures
There are no provisioned

enclosures
Add Enclosure

38



Policy Management Bare Metal Installation Guide

Step Procedure Details
8. |:| PM&C GUI: Add 1. Onthe Add Enclosure panel, enter the Cabinet ID, Location ID, and two OA IP
Enclosure addresses (the active and standby OA for the enclosure).

2. Click Add Enclosure.

Cabinet 1D:| 101 -
Location 1D: |1

Bay 1 OAIP:(10.240.237.134
Bay 2 OAIP:(10.240.237.135

Location /D must be from 1 to 4.

Add Enclosure

Notes:

e Location ID is used to uniquely identify the enclosure in the cabinet. It can
have a value of 1, 2, 3, or 4. The cabinet ID and location ID are combined to
create a globally unique ID for the enclosure (for example, an enclosure in
cabinet 502 at location 1 has an enclosure ID of 50201).

e Enclosures are typically numbered from the bottom. That is, the enclosure in
the bottom of the cabinet is location 1.

9. [] PM&CGUL:
Monitor the
Enclosure
discovery status

When the task is complete, the text changes to green and the Progress bar
indicates 100%.

o e Enclosure 50501 has been successfully added to the system
o0
Provisioned Enclosures
50501
Add Enclosure
o0
D Task Target Status Running Time  Update Time Progress
3 Add Enclosure Enc:50501 OpenHpi Deamon Started 0:00:17 0:00:44 92%

10. [] PM&CGULI:
Background Task
monitoring

This page displays status updates.

Enclosure added - starting
monitoring

0:01:43 U 100%

Bl Add Enclosure 02:20:32

Enc:50202

NOTE: Do not click the 2 button, this button deletes the selected task from the
Background Task Monitoring status screen.

11. [_] PM&C GUI: Wait
until the Add
Enclosure task
finishes

The color of the progress bar changes to green when complete:

. 2011-10-08
0:01:13 02:20:32 100%

Enclosure added - starting

B Add Enclosure -
monitoring

Enc:50202

If the Add Enclosure task fails, the status displays information concerning the failed
step and the color of the Progress bar changes to red.
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Step Procedure Details
12. [_] PM&CGUI: Verify | Navigate to Software - Software Inventory.
Software

If the control network is configured correctly, the blades have TPD installed (at
minimum), and the enclosure switches have a control network configured. The
Software Inventory form shows blade server information.

Inventory

Example below:

Main Menu: Software -> Software Inventory

[Fiter -]
Dcenty IP Address Hostname Platform Name  Platform Version Application Name  Application Version
CEnci2o0tBayiE 16025418110 ge-mrats2a TPD (x86_64) 7.8.0.0.0-89.40 MRA 12.6.00.0_16.1.0
Enc:12001 Bay-2F 169.254.131.56 TPD (x86_64) 7.6.0.0.0-88.54.0 MPE 12.5.0.0.0_63.1.0
Enc:12001 Bay3F 16025413120 hostname331de4022a37  TPD (x86_64) 7.6.0.0.0-88.54.0 MRA 12.5.00.0_63.1.0
Enc:12001 Bay-4F 21 fe6Fe0ds
Enc:12001 Bay:5F 2 fe6r e
Enc:12001 Bay:6F 21 fe6rcab0
Enc:12001 Bay-7F 169.254131.70  CMP-test TPD (x86_64) 78.0.0.0-89.8.1 cMP 12.6.0.0.0_26.1.0
Enc:12001 Bay-8F 2fffe6r-4d70
Enc:12001 Bay:9F 16925413125 g8-MPE1-s1-¢ TPD (x86_64) 7.8.2.00-8917.0 MPE 12.61.0.0_17.1.0
Enc:12001 Bay:10F 16925413166  g8-MRA1-52-C TPD (x86_64) 7.8.2.00-8917.0 MRA 12.61.0.0_17.1.0
Enc:12002 Bay-2F 16025413137 CMPT TPD (x86_64) 7.8200-8017.0 cmp 1261.00_17.1.0
Enc:12002 Bay-3F 169.254131.36  hostnameeb112412bd  TPD (x86_64) 76.0.00-89.8.1
Enc:12002 Bay-4F 541t1e8a1760  MRAIT TPD (x86_64) 76200-8917.0 MRA 12.61.00_17.1.0
Enc:12002 Bay:5F ~e5ftfebb:89as
Enc:12002 Bay-5F efftfebbcos
Enc:12002 Bay-7F 6711 fe5b:82a8

NOTE: The procedure to configure the enclosure switches, if they not configured, is
performed later.

—End of Procedure—

5.2.4 Configure Blade Server iLO Password for Administrator Account

The file change ilo admin password.xml is provided on the Policy Management ISO image file and is used
by the PM&C netConfig tool to push the configuration to the switches. The file may change from one
release to the next. Edit this file for your installation and copy it to the PM&C server after it is installed.

Prerequisite:

Before beginning this procedure, you must configure the OA IP addresses.

Use this mandatory procedure to set iLO passwords for the Administrator and root accounts on all
servers:

3. Onthe PM&C server, in the directory /usr/TKLC/smac/html, create the following subdirectory:
/ilo passwd

4. Set the directory permissions to an appropriate level. For example:
$ sudo chmod go+x /usr/TKLC/smac/html/ilo passwd

5. Locate the file change ilo admin password.xml on the Policy Management ISO image file. For
example:

$ sudo find . -name change \* -print ./TPD/872-2544-102-9.1.0 28.1.0-cmp-
x86_ 64/upgrade/change ilo admin passwd.xml

6. Copy the file to the following directory:

/usr/TKLC/smac/html/ilo_passwd
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7. Set the file permissions to an appropriate level. For example:

$ sudo chmod 777 change ilo admin passwd.xml

8. Edit the file to update the root password, iLO root password, and iLO Administrator password
fields.
9. Make a temporary copy of the file in the following directory:

/usr/TKLC/smac/html/public-configs/

10. Log in to the active OA as the root user and enter the following command:

hponcfg all http://management server ip/public-configs/change ilo admin passwd.xml
After the command finishes, verify that errors did not occurred.
1. Logout from the active OA.
2. Delete the temporary copy of the file.

3. (Optional) You can verify access to the server iLO by opening a browser, entering the IP address
of the server iLO system (management_server_iLO_ip), and logging in using the values for
Administrator and iLO Administrator password.

4. (Optional) You can verify root access to the server iLO using an SSH session. For example:

# ssh root@ management server iLO ip password: 1LO root password

5.2.5 Configuring c-Class Aggregation and Enclosure Switches Using netConfig

The c-Class environment includes paired aggregation switches and enclosure switches. Prepare and verify
network configuration files (used to configure the switches).

The Policy Management ISO image files include template configuration files in the
/upgrade/switchconfig/examples/netConfig/ directory. The templates include variables that you can
replace with site- and customer-specific information. You can edit these template files to make them
specific for your installation and place them on the PM&C server after it is installed. The PM&C netConfig
tool uses these network configuration files to configure the switches. The following template files are
provided:

e For 4948 aggregation enclosure switches:

o 4948 cClass_init.xml

o 4948 layer2_configure.xml
o 4948 layer3_configure.xml
o 4948 RMS init.xml

e For 4948E aggregation enclosure switches:

4948E_cClass_init.xml
4948E_layer2_configure.xml
4948E_layer3_configure.xml
4948E_RMS _init.xml

O O O ©o

e For 6120XG enclosure switches:

0 6120XG_init.xml
0 6120XG_Single_configure.xml (for connections using a single 10 Gb/s copper uplink)
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0 6120XG_LAG_Uplink_configure.xml (for connections using a bundle of four 1 Gb/s copper
uplinks)
0 6120XG_TagCtl_Uplink_configure.xml (if the Control network is VLAN tagged)

e For 6125XLG enclosure switches:

0 6125XLG_init.xml

0 6125XLG_Single_configure.xml (for connections using a single 10 Gb/s copper uplink)

0 6125XLG_LAG_Uplink_configure.xml (for connections using a bundle of four 1 Gb/s copper
uplinks)

Prerequisite:

Before beginning this procedure, you must have installed PM&C and configured the initial OA settings,
the netConfig repository, and the initial OA IP address. To complete this procedure you need the
following software and information:

e The appropriate netConfig XML files
e The HP miscellaneous firmware ISO image file
e The cabinet ID, a number from 1 to 654 (cabinet_id)

The procedures to configure aggregation switches and enclosure switches using netConfig are described
in the PMAC 6.6 Configuration Reference Guide.

TIP: To minimize errors, after you prepare the files, review and verify them.

These templates cover the common configurations, but may not cover all possible configurations. You
may need to change or add to these templates for specific requirements. To avoid potential support
issues, do not deviate from Oracle standards.

5.2.6 Configuring the Application Blades

The following procedures are applied for each enclosure.

NOTE: during the following OA configuration steps, the IP addresses of the Enclosure switches are set.
These IP addresses are then used to configure the Enclosure switches.

5.2.7 Updating Application Blade Firmware

Policy Management servers must have the correct release of firmware.

The procedure for updating Oracle server firmware is described in the HP Solutions Firmware Upgrade
Pack, Software Centric Release Notes, Release 2.2.12

5.2.8 Confirming and Updating Application Blade BIOS Settings
You need to confirm and update the BIOS boot order on the Policy Management servers.

Prerequisites:

Before beginning this procedure, you must have updated the firmware on the Policy Management
servers.

To complete this procedure, you need the following information:

e The root password root_password (use the root account instead of the Admin account)
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BIOS configurations are also referenced in TPD Initial Product Manufacture, Software Installation
Procedure. (Appendix E)

5.2.9 Loading Policy Management Software Images onto the PMAC

Prerequistes:
e Before beginning this procedure, you must have configured the PMAC application.
e To complete this procedure, you need the following:

o TPDISO image file.
o Policy Management ISO image files (CMP, MPE, MRA).

See Section 4.1: Software Requirements

The procedure for adding ISO Images to the PMAC Image Repository is described in the PMAC 6.6
Configuration Reference Guide Section 9.8. IPM Enclosure Blades Using the PMAC Application.

5.2.10 IPM Enclosure Blades Using the PMAC

This procedure provides the steps to install TPD on Blade servers from PMAC.

Prerequisites:

e Enclosures containing the blade servers targeted for IPM are configured.
e Appropriate version of TPD is added to the PMAC Software Image management.
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.3.10: IPM Enclosure Blades Using the PM&C

Step Procedure Details

1. []| PM&CGUL: Verify | Navigate to Software - Software Inventory.
if PM&C (;ontol B £ Main Menu
Network is B & Hardware
established to the | B @ System Inventory

blades. Y i Enclosure 10101
: B FRU Info

i System Configuration
B & Software
1 | Pooftware Inventory

B Manage Software Images

Ident IP Address
Enc:50301 Bay:1F 192.168.1.6
Enc:50301 Bay.2F 192.168.1.12
Enc:50301 Bay:3F 192.168.1.8
Enc:50301 Bay.8F 19216815
Enc:50301 Bay:9F 192.168.1.11
Enc:50301 Bay:10F 192.168.1.10
Enc:50301 Bay:11F 192.168.1.9
Enc:50301 Bay:16F 19216817

If the PM&C Control network is correctly configured, the PM&C acts as a DHCP
server and provide control network addresses in the range of 192.168.1.3—254 to
the blade servers in the managed cabinets/enclosures. PM&C takes the address of
192.168.1.1. If the server has requested an IP address from PM&C, the IP address is
in the IP Address column. TPD always does this when a server blade is booted, and
also periodically after this.

If there are not any IP Addresses in this view, then either:

e PMA&C Control Network is not correctly configured (probably a switch config
issue)
e The Blades do not have an OS installed.

Enc:801 Bay:14F
Enc:801 Bay:16F
Enc:202 Bay:1F

If there are IP addresses in this view it means that an OS is installed.

Enc:201 Bay:6F 192.168.1.21 hostnameb9d92a84cefe  TPD (x86_64) 7.0.2.0.0-86.28.0
Enc:201 Bay:8F 192.168.1.16 hostnamefide5d09f047e  TPD (x86_64) 7.0.2.0.0-86.28.0

Porceed to the next step to IPM (install the OS) on the selected blade

2. [] PM&CGUL: 1. Navigate to Software > Software Inventory.
Initiate OS Install

B 2 Main Menu
5 & Hardware

= & System Inventory
@ Enclosure 10101
.. [l FRU Info

im System Configuration
& Software
[ Psoftware Inventory]

- [ Manage Software Images
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Step

Procedure

Details

2. Select the servers you want to IPM with a bootable TPD ISO image file and click
Install OS. If you want to install the same OS image to more than one server,
you may select multiple servers by clicking multiple rows individually. Selected
rows are highlighted.

Main Menu: Software -> Software Inventory

Identity
Enc-12001 Bay 1F
Enc:12001 Bay2F
Enc:12001 Bay:3F
Enc:12001 Bay-4F
Ene:12001 Bay:5F
Enc:12001 Bay:6F
Enc:12001 Bay 7F
Enc:12001 Bay:8F
Enc:12001 Bay-9F
Enc:12001 Bay:10F
Enc:12002 Bay2F
ENc:12002 Bay:3F
ENc:12002 Bay:4F
Enc:12002 Bay:5F
Ene:12002 Bay6F

Enc:12002 Bay.7F

IP Address
169254 131 19
169.254.131.58
169.254.131.29
2MMT-le61-e008
2T ebl:fes
2fff-fe6f.cab0
169.254.131.70
... [2fff.fe6f.4d70
169.254.131.25
169.254.131.66
169 254 131 37

169.254.131.38

Hostname

g8-mrat-s2-a

hostname331de4022a37

CMP-test

g8-MPE1-51-¢
g8-MRAT-s2-¢
CMP-IT

hostname6eb1121412bd

...b4fffeBa1760  MRA-IT

€51 febb:69a:
e5fTfebb:co8

671 fe5b 82a

3

8

Platform Name
TPD (386_64)
TPD (x86_64)
TPD (x86_64)

TPD (x86_64)

TPD (x86_64)
TPD (186_64)
TPD (x86_64)
TPD (186_64)
TPD (x86_64)

Platform Version
780008940
7.6.0.0.0-88.54.0

76.0.0.0-88.54.0

7.6.0.00-89.8.1

7.6.2.0.0-89.17.0
7.8.2.00-89.17.0
7820089170
7.8.0.00-89.8.1

7.8.200-8917.0

Application Name  Application Version
MRA 12.6.0.0.0_16.1.0
MPE 12.5.0.0.0 6310
MRA 12.5.0.0.0_63.1.0
cMP 12.6.0.0.0_28.10
MPE 126.1.0.0_17.10
MRA 126.1.00_17.10
CMP 126.1.0.0_17.10
MRA 126.1.0.0_17.10

NOTE: IPM is also a useful recovery procedure if a server is in a bad or unknown
condition, or was configured with a different application because the IPM cleans all
the existing software and disk configurations off of the server, and returns the
server to a clean state.

After selecting Install OS the Software Install, the Select Image screen opens:

Software Upgrade - Select Image

Targets

Entity

Enc: 12001 Bay4F
<

Status

Select Image

Image Name

cmp-125.00.0_631.0-486_64
omp-125.020_8.1.0486_64

Type Architecture

Upgrade xB6_64

Upgrade xBE_B4

Tue Aug 17 10:19:56 2021 UTC|

Description
CHP_125 W

12.5.0.2 Karina upgrade test

cmp-12.5.0.4.0_8.1.0-xB6_6d4 Upgrade xBE_B4 CMP 125.0.4 Karina
r T T T hl
icmp—12 6.0.0.0_26.1.0-x86_64 ‘ Uparade ‘:XBE,M ‘ CHMPRC J
mpe-125.0.0.0_83.1.0-x86_64 Upgrade xB6_64 12500karina

v mpe-1250.20_81.0-486_64

Upgrade xB6_64

o8

MPE 12.5.0.2 Karina Upgrade Test

Supply Software Upgrade Arguments (Optional)

Start Software Upgrade

Back

Copyright © 2010, 2021, Oracle and/or its affiliates. All rights resarved |

All bootable images in the PM&C repository are listed. Select the correct bootable
image to proceed with the OS installation of the selected blade and click Start
Software Install.
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Step Procedure

Details

3. |:| PM&C GUI:
Monitor OS Install

Navigate to Main Menu - Task Monitoring to monitor the progress of the OS
Installation background task. A separate task displays for each blade affected.

Background Task Monitoring

D Task Target Status State Running Time ~ Start Time Progres
- . . . 2016-07-08
O 410 Install 05 Enc:1202 Bay:16F Waiting for target server loboot ~ IN_PROGRESS  0:00:15 1%

PRRERLY

When the installation is complete, the task changes to green and the Progress bar
indicates 100%.

Done: TPD.install-7.8.0.0.0_89.8.1-
OracleLinux6.10-x86_64

2 432 Instanos Enc:12002 Bay:8F COMPLETE NiA 0:32:48 32,2::3:0135;15 100%

NOTE: if the OS Install step fails, then it may be that the Control Network is not
correctly established, and troubleshooting is required.

—End of Procedure—

5.2.11 Install Policy Management Software on Blades using PM&C

This procedure installs the Policy Management software on HP c-Class servers using PM&C

CAUTION: Do not mix up the enclosures when deploying the applications. The bottom enclosure in a
cabinet is identified in Oracle documentation as Enclosure 1. The enclosure above this is Enclosure 2.
However, PM&C GUI forms may list the enclosures with Enclosure 1 listed first, and Enclosure 2 listed

below this in the form lists.

PREREQUISITES:

Before beginning the procedure, complete hardware installation and verification as well as the IP
networking plan and IP assignments.

To complete the procedures in this section, you need the following material and information:

e The appropriate release and Policy Management Application iso images of the Policy
Management software stored on the PM&C server.
e layout diagram for c-Class enclosures, identifying which bays run which Policy Management

application.
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

5.3.11: Install the Policy Management Application Software on Blades using PM&C

Servers for
Application install

Step Procedure Details
1. [] PM&CGUI: Login | 1. Open web browser and enter: http://<management_network_ip>
2. Login as PM&C admin user.
Oracle System Login
Mon Jul 9 06:35:58 2018 UTC
Log In
Enter your username and password to log in
Username: pmacadmin
Password: |+« q
Change password
Log In
2. [] PM&CGUI: Select | 1. Navigate to Software -> Software Inventory.

Main Menu: Software -> Software Inventory

: V|;'1’EI’|‘I;Y’ B - IP Address Hostname Platform Name Platform Version Application Name Application Version
Enc12001 Bay1F 169.254.131.19  gs-mral-s2-a TPD (x86_64) 7.6.0.0.0-89.4.0 MRA 12.6.0.0.0_16.1.0
Enc:12001 Bay2F 160.254.131.58 TPD (x86_64) 7.6.0.0.0-88.54.0 MPE 12.5.0.0.0_63.10
Enc:12001 Bay3F 169.25413129  hosiname331de4022a37  TPD (x86_64) 7.6.0.0.0-88.54.0 MRA 12.6.00.0_63.1.0
Enc:12001 Bay-4F _2fff fe6 e0ds
ENc:12001 Bay:5F _2fff febtle8
Enc:12001 Bay:6F _2fff-fe6f.cabd
Enc:12001 Bay7F 169.254131.70  CMP-test TPD (x86_64) 7.8000898.1 cwp 126000 28.1.0
Enc:12001 Bay8F _2fff-febf.4d70
Enc:12001 Bay-9F 169.254.13125  g8-MPE1-s1- TPD (x86_64) 7.6.200-89.17.0 MPE 12.61.0.0_17.1.0
ENc:12001 Bay:10F 160.254.13166  g8-MRA1-52¢ TPD (x86_64) 7.6.20.0-89.17.0 MRA 126.1.0.0_17.10
Enc:12002 Bay2F 169.254.131.37  CMPAIT TPD (x86_64) 7.6.20.0-89.17.0 cwP 12.61.0.0_17.1.0
Enc:12002 Bay-3F 16025413138 hostname6eb112412bd  TPD (x86_64) 7.8000898.1
Enc:12002 Bay-4F 54fffeBa1760  MRAIT TPD (x86_64) 7.6.20.0-89.17.0 MRA 12.61.00_17.1.0
Enc:12002 Bay5F _e5fTfebp 6928
ENc:12002 Bay:6F .e5fffebbicos
Enc:12002 Bay7F _BTffesn 6228

Select the servers where the application is installed. If you want to install the
same application image to more than one server, you may select multiple
servers by clicking multiple rows individually. Selected rows are highlighted.

NOTES:

- After the TPD OS is installed the system assigns a host name.
- 8is the maximum number selected at one time.

Click Upgrade
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Application Install

Step Procedure Details
3. [ PM&CGUL: The Software Upgrade page opens. The left side of this screen shows the servers
Initiate where the Application Software is applied.

1. From the list of available images, select the version and Application Software
Package (CMP, MRA, MPE) according to the system design.

Software Upgrade - Select Image

Tue Mar 29 08:48:08 2022 UTC

Tasks® ¥
Targets Select Image
Entity Status Image Name Type Architecture  Description
Enc:12003 Bay.3F cmp-126.10.0_13.1.0-x86_G4 Upgrade xB6_64 cmp-126100_1310 -~
< 2 Cmp-12.6.10.0_15.1.0.x86_64 Upgrade Xx86_64 12 81_CMP_RC build
cmp-12.6.1.0.0_16.1.0-x86_64 Upgrade XB6_64 CMP 12.6.1_16.1 RC build
cmp-126.100_17 1.0-x86_64 : Upgrade xB6_64 :126.1 CMP RC2 build
wonzoronrrommor T s maoe ouprccerse T
mpe-12.4.0.0.0_51.1.0-x86_84 Upgrade XB6_64 12.4 MPE
' mpe-12.500.0_6310:86_64 Upgrade xB6_64 12500Karina

Supply Software Upgrade Arguments (Optional)

Start Software Upgrade  Back

Copyright © 2010, 2022, Oracle and/or its affiliates. All rights reserved

2. Click Start Software Upgrade. A confirmation window opens.
3. Click OK to proceed with the install.

PM&C GUI:
Monitor the
installation status

Navigate to Main Menu = Task Monitoring to monitor the progress of the
Application Installation task, a separate task displays for each blade affected.

[ 458  upgrade Enc:12003 Bay-11F Task ID Assigned : 1629196043.0  IN_PROGRESS NiA 0:00:01 52222“2;" 0%

When the installation is complete, the task changes to green and the Progress bar
indicates 100%.

[ 45 Upgrade Enc:12003 Bay:1E Success COMPLETE ] 0:13:09 2AIL8C &Y 100%
06:27:22

REPEAT the above
steps for each
Application

Repeat steps 3 and 4 for each Application beings installed at the site.
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accept upgrade

Step Procedure Details
6. [ ]| Verify Application | 1. Navigate to Software - Software Inventory.
installations-

H 5 Main Menu

B & Hardware

- System Inventory
i Enclosure 10101
B FRU Info

stem Configuration

Software Inventory]

.. [ Manage Software Images

At this point, all the target servers have had their applications installed and the
AppVersion displays the latest application version.

Note: The option to Accept/ Reject upgrade is not available on the latest versions of

Software Inventory
ident 1P Address Hostname PlatHame  PlatVersion AppName App Version Desig Function
Enc1202 Bay 16F 1921681019  hostamecBaa89d7abes TPD (x86_64) 7.6.0.0.0-83540 cue Pending AccRej

2. Verify the App Name shows the correct name (CMP, MPE, MRA) for each
server where the Applications are installed. Also, confirm the Enclosure and
Bay position. Confirm all assignments are per the design.

3. Select the servers to upgrade. The Accept Upgrade option is available.

4. Click Accept Upgrade to confirm the upgrade.

49




Policy Management Bare Metal Installation Guide

accept upgrade

Step Procedure Details
7. |:| Verify application | Navigate to Software - Software Inventory.
installations-

= S Main Menu

ure 10101
Info
Configuration
& Software
|

B Manage Software Image:

At this point, all the target servers have their applications installed and the
AppVersion displays the latest application version.

Note: The option to Accept/ Reject upgrade is not available on the latest versions of
PMAC.

Software Inventory

ident 1P Address Hostname PlatName PlatVersion App Name App Version Desig Function
Enc:1202 Bay.16F 1821681019  hostnamecBaa8gd7abes TPD (86_64) 7.6.0.0.0-88540 cuP Pending AccRe)

1. Verify the App Name shows the correct name (CMP, MPE, MRA or Medition)
for each server where the Applications are installed.

2. Confirm the Enclosure and Bay position.
3. Confirm all assighments are per the design.
4. Select the servers you wish to upgrade.
5. Click Accept Upgrade.
Software Inventory(Filtered)
—
ident 1P Address INﬂslllam! Plat Name Plat Version App Name App Version Desig  Function
Enc1202 Bay16F 1921681019 ihostnameednd3a248269 TPD (B6_64) 7.600.0-8854.0 cup Pending Acc/Rej

[Cpause Updates  Selection active - updates paused

. Accept Reject
Install 0S Upgrade | Upgrade Upgrade
Software Inventory(Filtered)
Filter ~
ident 1P Address Hostname PlatName  PlatVersion App Name App Version Desig Function
Enc:1202 Bay.16F 1921681019 ihostamee9v433248269 TPD (x86_64) 7.6.0.0.0-8854.0 CMP. Pending AccRej

EERENKE [

o Do you really want to accept the upgrades on all selected servers?

BE BE
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Step Procedure Details
8. [ ] Verify Application | 1. Navigate to Software > Software Inventory.
Installations
Enc:12001 Bay 9F 169.254.131.25 98-MPE1-s1-c TPD (x86_64) 7820089170 MPE 1261001710

a.

Confirm that the App Version column does not display the Pending
Acc/Rej status but shows the correct Application Version.

—End of Procedure—
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6. CONFIGURE POLICY APPLICATION SERVERS IN WIRELESS MODE

The following procedures configure the Policy Management Application and establish the network
relationships, to a level that allows a basic test call though the system.

The following procedures are common to c-Class and RMS environments, except for small differences
noted in the procedures.

It is assumed that the Installation tasks associated with preparing the appropriate Installation
Environment in Section 5 are completed before proceeding with the following tasks.

The post-installation tasks consist of the following:
1. Establishing network addresses and connections for every Policy Management server
2. Configuring the first CMP server
3. Configuring the CMP Site 1 cluster to manage the Policy Management network
4. Configuring a CMP Site 2 cluster for Geo-Reundancy (optional)
5. Configuring Policy Management clusters
6. Exchanging SSH keys between Policy Management servers
7. Configuring routing on servers

Configuration Management Platform Wireless User’s Guide

Platform Configuration User's Guide

6.1Perform Initial Server Configuration of Policy Servers—platcfg

You must configure the operation, administration, and management (OAM) network address of the
server, as well as related networking. Perform the referenced procedure on every server in the Policy
Management network.

Prerequisites:

To complete this procedure, you need the following information:

e This procedure assumes that you are using Policy Management in a Wireless or Wireless-C.

e You need to know whether or not the server has an optional Ethernet Mezzanine card installed.

e Hostname—The unique hostname for the device being configured.

o OAM Real IP IPv4 Address—The IP address that is permanently assigned to this device.

e OAM Default IPv4 Route—The default route of the OAM network. The MPE and MRA system may
move the default route to the SIG-A interface after the topology configuration is complete. The
default route remains on the OAM interface for the CMP system.

e OAM Real IP IPv6 Address (optional)—The IP address that is permanently assigned to this device.

e OAM Default IPv6 Route (optional)—The default route of the OAM network. Note the MPE and
MRA system may move the default route to the SIG-A interface after the topology configuration
is complete. The default route remains on the OAM interface for the CMP system.

e NTP Servers—Reachable NTP server) (ntp_address).

e DNS Server A (optional)—A reachable DNS server.

e DNS Server B (optional)—A reachable DNS server.

o DNS Search—The domain name appended to a DNS query.
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Device—The bond interface of the OAM device. Use the default value, as changing this value is

not supported.

OAM VLAN ID—The OAM network VLAN ID.

SIG A VLAN ID—The Signaling-A network VLAN ID.

SIG B VLAN ID (optional)—The Signaling-B network VLAN ID.
SIG C VLAN ID (optional)—The Signaling-C network VLAN ID.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.1: Perform Initial Server Configuration of Policy Servers—platcfg

Step

Procedure

Details

1.

]

Login to server as
root via Console

Access the iLO GUI, and open a Remote Console session then login as root

NOTE: iLO procedures are found in section 7:Accessing the iLO VGA Redirection
Window

® Oracle(R) Integrated Lights Out Manager Remote System Console... | =aicy X

EVHS Preferences Help

Mouse Sync|| |L Ctl||L Win|L Alt||R Alt|[|R Win||R Ctl Context||[Lock]||Ct1-Alt-Del

NOTICE - PROPRIETARY SYSTEM
hiz system iz intended to be used solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
extent neceszary to properly administer the system, to identify
mauthorized users or users operating beyond their proper authority,
nd to investigate improper access or use. By accessing this system,
ou are consenting to this monitoring.

hostnameaabeebf 78aa8 login:
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Step

Procedure

Details

Remote Console:
Verify the server

type

Login as root, via the Remote Console, and confirm the installed Policy
Management software version and server profile

# getPolicyRev

# getPolicyRev -p

[root@PMPE-1285 " 1#
[rootPMPE-1285 " 1# getPolicyRev
12.6.1.8.8_17.1.8

[root@PMPE-1285 " 1# getPolicyRev -p

pe
[root@PMPE-1285 ™ 1#

The server profile is either cmp, mpe, mra
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3. |:| Remote Console: 1. Open the platcfg utility by running the following command

Login to platcfg e —

KEVMS Preferences Help

Mouse Sync|||L Ctl||L Win||L Alt||[R Alt|[R Win||R Ctl|| |Context||[Lock]||[Ctl-Alt-Del

opyright (C) 2883, Z818, Oracle and-or its affiliates. fill rights reserved.
Hostname: hostnameaabeebf7Baal

&
Diagnostics

Server Conf iguration
Remote Consoles

Network Configuration
Security

NetBackup Conf iguration
Policy Conf iguration

Exit

Use arrow keys to move between options i <Enter> selects i <F1Z> Main Menu

The platcfg tool opens

2. Select Policy Configuration
— Main Menu ———

&

Maintenance

Diagnostics

server Conf iguration
Security

Network Conf iguration
Remote Consoles
MetBackup Conf iguration

The Policy Configuration Menu opens

— Policy Configuration Fenu ——

Set Policy Mode é

Perform Initial Configuration
Restart Application

Cluster Configuration Remowal
Uerify Initial Configuration
Uerify Server Status

SSL Key Conf iguration
Ethernet Interface Parameter Settings
Save FPlatform Debug Logs
Cluster File Sync

Routing Config

Firewall

DSCP Conf ig

Backup and Restore

Exit
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Step

Procedure

Details

Remote Console:
Set Policy Mode

1. Goto the Select Policy Mode menu
2. Select Wireless from the options.

3. Click OK

Wireless is the default configuration. If the current policy mode is Wireless,
this prompt is not displayed and Wireless mode is set.

4. Click Yes

Depending on the hardware configuration, a Select Network Layout screen may
open. Refer to Configuration Management Platform Wireless User’s Guide (Setting
Policy Management Mode) for further detail.

If the Select Network Layout screen does not display, you are returned to the Policy
Configuration Menu.
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Step Procedure Details
5. [_]| Remote Console: From the Policy Configuration Menu, select Perform Initial Configuration
Perform Initial —] Policy Configuration Menu —

Configuration
Set Policy Mode

Restart fApplication

Cluster Configuration Remowal

Verify Initial Configuration

Verify Server Status

35L Key Configuration

Ethernet Interface Parameter Settings
Save FPlatform Debug Logs

Cluster File Sync

Routing Config

Firewall

DSCP Config

Backup and Restore

Exit

The initial configuration form opens

| Imitial Lonlfigquration |

HostName :

0AM Real IPw4 Address:
0AM IPv4 Default Route:
DAM Real IPv6 Address:
0AM IPvE Default Route:
NTP Servers: BiloSEsTEEVERL=]

DNS Server A:

DNS Server B:

DNS Search:

0AM Device:

0AM ULAN:

SIGA ULAN:

SIGE ULAN:

SIGC ULAN:
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Step

Procedure

Details

6. []

Remote Console:
Perform Initial
Configuration

Enter the configuration values and then click OK, where:

HostName—The unique name of the host for the device being configured.
OAM Real IPv4 Address—The IPv4 address that is permanently assigned to
this device.

OAM IPv4 Default Route—The IPv4 default route of the OAM network.
OAM Real IPv6 Address—The IPv6 address that is permanently assigned to
this device.

OAM IPv6 Default Route—The IPv6 default route of the OAM network.
NTP Server (required)—A reachable NTP server on the OAM network.

DNS Server A (optional)—A reachable DNS server on the OAM network.
DNS Server B (optional)—A second reachable DNS server on the OAM
network.

DNS Search—the domain name appended to a DNS query

OAM Device—The bond interface of the OAM device. Note that the default
value must be used because changing this value is not supported.

OAM VLAN—The OAM network VLAN ID (only applies to c-Class servers; field
does not display otherwise).

SIG A VLAN—The Signaling-A network VLAN ID (only applies to c-Class servers;
field does not display otherwise).

SIG B VLAN (optional)—The Signaling-B network VLAN ID (only applies to c-
Class servers; field does not display otherwise).

SIG C VLAN (optional)—The Signaling-C network VLAN ID (only applies to c-
Class servers; field does not display otherwise).

NOTE: All of the fields listed above are required, except for fields DNS Server and
DNS Search, which are optional but recommended.

NOTE: Every network service and IP flow that is supported by IPv4 is supported by
IPv6. Either interface or a combination of the two is configured.
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Step Procedure Details

7. []| Remote Console: For example:

Perform Initial T T

| Initial Configuration |
Configuration

HostName :

0AM Real IPv1 Address:
0AM IPv1 Default Route:
0AM Real IPuv6 Address:
0AM IPvE Default Route:
NTF Servers:

DNS Server A:

DNS Serwver B:

DNS Search:

0AM Device:

DAM ULAN:

31GA ULAN:

SIGE ULAN:

SIGC ULAN:

1. Enter the configuration information.
2. Click OK to save and apply the configuration.

At this point the screen pauses for approximately a minute. This is normal
behavior.

3. A confirmation message displays, click YES to save and apply the
configurations.

— Save and apply these conf iguration settings? |—

Save and apply these configuration settings?

The platcfg form processes the configuration of the server, and then it returns to
the platcfg menu.

—— Folicy Configuration Henu F——

é
Perform Initial Configuration

Restart fApplication

Cluster Configuration Remouval

Uerify Initial Configuration

Verify Server Status

S3L Key Conf iguration

Ethernet Interface Parameter Settings
Save Platform Debug Logs

Cluster File Sync

Routing Config

Firewall

DSCP Config

Backup and Restore

Exit
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Configuration

Step Procedure Details
8. [_]| Remote Console: From the main menu navigate to Policy Configuration = Verify Initial
Verify Initial Configuration from the platcfg utility.

A display similar to the following displays.

NOTE: The NTP status may not have updated. This is normal behavior. You may
need to click Forward to view the NTP status.
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Step Procedure Details

9. [_]| Remote Console: Exit from this screen and select Verify Server Status:
Verify Server Status

The server must be in a running state. For example:

NOTES:

e At this point in the installation procedure, the Server Role is Unknown.
Unknown is a valid state during initial configuration because the cluster is not
formed.

e If the product is MPE,the Policy Process Management Status is Not Running.
Not Running is a valid state for MPE in this step.

Cick Exit until you exit the platcfg utility. You are returned back to Linux prompt
screen.
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Step

Procedure

Details

Ping the OAM
default gateway to
verify server is
available on the
network

From the Linux command prompt ping the OAM gateway (default Gateway from
the initial config procedure) to verify that the gateway is reachable.

Ping the OAM gateway to verify that it is reachable:

NOTICE - PROPRIETARY SYSTEM
his system is intended to be used solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the
xtent neceszary to properly administer the system, to identify
mauthorized users or users operating beyond their proper authority,
nd to investigate improper access or use. By accessing this system,
ou are consenting to this monitoring.

Z-cmp-la login: admusr

assword :

ast login: 3un Jul 8 22:19:39 on tiyl
[admusr@x52-cmp-1a ~15 ping 18.113.24.1

ING 18.113.24.1 (18.113.24.1) 56(84) bytes of data.

4 bytes from 18.113.24.1: icmp_seq=1 tt1=255 time=0.888 ms
4 bytes from 18.113.24.1: icmp_seq=Z tt1=255 time=0.744 m=
4 bytes from 18.113.24.1: icmp_seq=3 tt1=255 time=0.747 ms
C
--- 18.113.24.1 ping statistics ---

packets transmitted, 3 received, B2 packet loss, time Z2ZB5ms
tt minsavgs/max-/mdev = 8.744-0.793-8.888-8.867 ms
[admusrB@xSZ2-cmp-la ™

If the gateway is reachable it is possible to SSH to the server IP and login as admusr
If you cannot SSH to the configured server or cannot reach the OAM gateway,
review the initial configurations and review the network setup to ensure there are
not any connectivity issues.

Runip -4 addr (IPv4)or ip -6 addr (IPv6)to confirm the IP addresses
configured during the initialization are present.
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Step Procedure Details
11. [ ] Verify NTP NOTE: Server sync to Network Time Protocol (NTP) is very important to the later
connectivity steps in this install.

4. To sync and verify NTP server connectivity, perform these steps:

# ntpg -pn

- ~15 ntpg -pm
refid st t when poll reach delay offset tter

1A.2168.68.196 .GPS. 64 377 171.111 23.933 14.568
[admusr@x52-cmp-1a ~15

The * (asterisk) next to the NTP server IP indicates the NTP server is in sync.
If the asterisk is not there, you can manually sync with NTP server:
# service ntpd stop

# ntpdate <ntpserver address>

Bad response: 26 Jun 16:47:25 ntpdate[16364]: no server suitable for
synchronization found

Good response:

[root@x5Z2-cmp-1la ~1#
[root@x5Z2-cmp-1a ~1# service ntpd stop
Shutting down ntpd: [ 1

[root@x5Z2-cmp-1a ~1# ntpdate 18.218.68.196

9 Jul B4:31:43 ntpdatel168282]1: adjust time server 18.210.60.196 offset B.897114
sEC

[root@x5Z2-cmp-1a ™ 1#

# service ntpd start

If ntpdate has a bad response, follow up to get the needed networking, firewalls
and permissions to solve this connectivity issue with the NTP server.

NOTE: ntpdate is an emergency utility; use only when you see significant time
difference between system and the actual time.

12. [_] Repeaton Repeat this procedure on all Policy component servers that are planned for service.

remaining servers . . . . .
& If your system is georedundant, repeat this procedure for sitel and site2 Policy

servers

—End of Procedure—

6.2Perform Initial Configuration of the Policy Servers—CMP GUI
This procedure performs initial configuration of the CMP GUI on the installed environment.

NOTE: In a deployment that has Geo-Redundant CMP servers (that is, CMP servers at two different sites),
the other pair of CMP servers are added to the network topology using the CMP server at Site 1. The CMP
Site 1 cluster pushes the configuration to the Site 2 (Geo-Redundant) CMP servers later.

This procedure configures the CMP at the active site (CMP Site 1).

Prerequisites:

e Network access to the CMP OAM REAL IP address, to open a web browser (HTTP)
e If network access to the CMP is not available and the installation has an Aggregation switch, then
a laptop is configured to use a port on the Aggregation switch to access the CMP GUI. If an
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Aggregation switch is not available, a temporary switch may be used to provide network access

to the CMP GUI.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.2: Perform Initial Configuration of the Policy Servers—CMP GUI

Step Procedure

Details

1. [ cvPGul

Open CMP GUI for the first time by opening the CMP OAM IP address in a
supported browser:

http://<cmp real OAM ip>

NOTE: The initial GUI configuration is performed on either CMP that is located at
Sitel. If this is not a geo-redundant solution, there is not a Site 2 location.

If Network access is not enabled and the Installation has an Aggregation switch,
then a laptop is configured to use a port on the Aggregation switch to access the
CMP GUI. Alternately, if an Aggregation switch is not available, a temporary
Aggregation switch may be needed during installation.
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Step

Procedure

Details

CMP GUI: Set CMP
Mode in 1% selected
CMP

After you are connected to the CMP GUI for the first time, you are prompted to
configure operation mode settings for the system, which define what functionality
is configurable from the CMP GUI. The selection depends on the deployment.

The Policy Management Initial Configuration Screen presents as follows:

ORACLE

Policy Management Initial Configuration Screen

CMP is not corrently configured in an operational mode. Please configure it before proceeding.

Important: Options marked os Restricted are for wse within specific environments and sheuld nat be enabled without autherization.

Moda
Cable
PCMM
DQOS (Restricted)
Dismeter AF
Wireless
Diameter 3GPF
Diameter 3GPPE (Restricted)
PCC Extensions (Restricted)
Quotss Gx
Quotss Gy {Restricted)
LI (Restrict=d)
SCE-Ex {Restrict=d)
Gx-Lite (Restricted)
Cisco Gx [Restrict=d)
DSR. {Restrict=d)
Wirelms=-C (Restrictad)
SMS
SMPP
CMPF (Restrict=d)
MML [Restricted)
SPR
Subscriber Profiles (Restrict=d)
Quots (Restrict=d)
Wireline (Restricted)
SPC {Restricted)
RADIUS (Restricted)
BoD
PCMM

Dismeter (Restrictzd)
RDR (Restrict=d)

000 00000 000 OooOoooododno dod

Manogs Policy Sarvers
Manoga MA Servers

Manage Policies

Manoge MEAS

Manogs BoDs

Mannga Madintion Sarvars
Monoge SPR Subsoriber Data
Manogs Gee-Bedundant
Meamoger is HA [dustered)
Mamage Analytic Data

Mamogs Direct Link

Mhamager is MW.CMP [Restricied)

OO00drROOO0REOR

Manage Segmant Management Servars (Restricied)

3

NOTE: Modes are changed at a later time if needed, but the method to access to
this mode selection is not documented.] Contact Oracle Support if Mode selection
is changed after the initial configuration.

CMP GUI: Set CMP
Mode in 1st selected
CMP

This configuration example provides basic functionality for a Policy Wireless
solution. The wireless mode of operation was confirmed in earlier procedures.
(Selections are for example only).

For more detail, refer to the CMP Modes section of the Configuration Management
Platform Wireless User's Guide
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Step

Procedure

Details

ORACLE’

Policy Management Initial Configuration Screen

CMP is not currently configured in an operational mode. Please configure it before proceeding.

Important: Opfions marked os Restricied ane for wse within specific environments and sheuld net be enabled witheut autherization.

Maode

Cable
PCMM
DQOS (Restrict=d)
Diameter AF

Wireless
Diameter 3GPP
Dismeter 3GPP2 (Restrict=d)
PCC Extensions (Restrict=d)
Quotas Gx
Quotas Gy {Restricted)
LI (Restricted)
SCE-Gx {Restrict=d)
Gax-Lit= [Restrict=d)
Ciszo Gx {Restrict=d)
DSR {Restrict=d)
Wireles=-C [Restricted)

SMs
SMFPP
CMPP (Restrict=d)
HML (Restricted)

SPR
Subscribier Profiles (Restrict=d)
Quota (Restrictd)

Wirzline {Restrict=d)

SPC {Restricted)

RADIUS (Restrict=d)

BaD
PCMM
Dismeter (Restricted)
RDR [Restrict=d)

000 00000 O0F O000000ROOFR OO0

Managa Policy Sarvers

Mamage MA Serrers

Managa Policies

Manoge MEAS

Mamage BcDs

Managa Madiction Servers
Manoga SPR Subsciber Dot
Mamaga Gee Sadundant
Managar is HA [dustered)
Mamoga Analytic Data

Manoga Diract Link

Managar is NW-CMP [Restricied)
Manoge Segmant Monagement Servars (Restriced)

O000EROOO00OEEOR

NOTE: Restricted mode options are only selected with the advice of an Oracle
Support representative.

The following examples are for reference only. The particular requirements for any
given configuration may be specific a customer.

For a Wireless network:

e  Wireless: Diameter 3GPP
Quotas Gx

e Manage Policy Servers

e Manage Policies

e Manage MRAs

¢ Manage Geo-Redundant

e Manager is HA (clustered)

For a Wireless-C network:

e  Wireless: Diameter 3GPP, Quotas Gx, DSR, Wireless-C; SMS: CMPP
e Manage Policy Servers

e Manage Policies

e Manage MRAs

e  Manage SPR Subscriber Data
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Step

Procedure

Details

e Manager is HA (clustered)
About using Wireless-C Mode:

Wireless-C supports a wireless system supporting SMS Notification Statistics and
SCTP counters

Additional Information:

Diameter 3GPP, 3GPP2(Restricted) and Gx-Lite (Restricted) enable the
functionality required to support these protocols in a Policy Management solution

LI (Restricted) is used if the MPE installation uses LI (Lawful Intercept) functions. To
use this option, the LI version of the MPE ISO image must be installed on the MPEs
in the Policy Management solution. Contact Oracle Support for additional
Information.

Manage Policy Servers and Manage Policies are basic functions of the Policy
Management solution

Manage MRAs is only needed if MRAs, which are optional, are planned in the
deployment

Manager is HA (clustered) provides High Availability functionality for a clustered
pair of servers.

Manager is NW CMP and Manager is S-CMP are specific to a Tiered CMP System
deployment. Refer to Configuration Management Platform Wireless User's Guide
for the procedure to deploy a Tiered CMP System.

NOTE: The mode selections on this form depend on the deployment. Conform the
selections with the engineering team responsible for the planned Policy
Management solution deployment.

CMP GUI: Login to CMP

GUI

After finishing the policy mode selection and clicking OK, login screen displays.

ORACLE’
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Step Procedure Details
5. []| CMP GUI: Set admin Initial, default login is admin/policies
password

After login, the system prompts you to change the admin password.

m-TmB— Oracle Communications Policy Management

Favuward | epred

Thea pmssmard lor this sccoam hes axgired and must e changed.
Uarreere

Carmint Pasasacad

M Paazerd

Canlirm Fepsond

Charga Fvar-ox Conml

Enter the default password then the new password twice and click Change
Password.

6. [_] CMP GUI: Verify that

the CMP GUI is @ rJNaR=l Oracle Communications Policy Management

displayed, with
expected menus. = R
Y FAVORITES. =y
POLICY SERVER
Configuration Templabe
Applications
Match Lists
Quota Profiles
Quota Conventions
Palicy Courber ID
Traffic Profiles
Retry Profiles
Protocol Timer Profiles
Roaming Profiles
Charging Servers
Notification Servers
Time Periods
Serving Gatevwiy [MOC-MNC
Mapping
Moniitoring Key
Custom AVP Definitions
Custom Vendors
* POLICY MANAGEMENT
¥ NETWORK
* MRA
* SYSTEM WIDE REPORTS
* PLATFORM SETTING
* UPGRADE
* GLOBAL CONFIGURATION

SYSTEM
ADMINISTRATION
* HELP

—End of Procedure—

6.3CMP Sitel Cluster Configuration
This procedure performs the initial configuration of the CMP GUI, CMP Site 1 cluster
You must configure the active site (Site 1) CMP cluster.

NOTE: In a deployment that has Geo-Redundant CMP servers (that is, CMP servers at two different sites),
the other pair of CMP servers are added to the network topology using the CMP server at Site 1. The CMP
Site 1 cluster pushes the configuration to the Site 2 (Geo-Redundant) CMP servers later.
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Prerequisites:

To complete this procedure, you need the following information:

OAM VIP—IP address and netmask for the cluster VIP address on the OAM network.
Hostname—The names you choose for each server in the cluster.

Signaling VIPs (optional)—Up to four IPv4 or IPv6 addresses and netmasks of the signaling VIP
addresses. For each, select None, SIG-A, SIG-B, or SIG-C to indicate whether the cluster uses an
external signaling network. If you specify either SIG-A, SIG-B, or SIG-C you must enter a Signaling
VIP value.

The admin password (cmp_password) you defined.

Cluster Name—The name you choose for the CMP cluster (the default is CMP Site 1 cluster).
HW Type—Determines whether VLANSs are required. If you select c-Class, c-Class (segregated
traffic), or VLANSs are required.

Network VLAN IDs—The values designated during the Initial Configuration done with placfg.
SNMP configuration (optional)—snmp_sys_location (the enclosure name),
snmp_community_string (the community string), and snmp_trap_destination (the trap
destination), which you defined.

Network access to the CMP OAM IP address, to open a web browser (HTTP)

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.3: CMP Sitel Cluster Topology Configuration

Step Procedure Details
1. [] €MP GUL: View NOTE: Only the following Web Browsers are supported in Oracle Communications
Topology Settings Policy Management 12.6.1
e Mozilla Firefox® release 81.0 or later
e Google Chrome version 86.0 or later
*Internet Explorer in not supported for this procedure
Navigate to Platform Settings = Topology Settings = All Clusters
The initial form opens, and display a message that initial configuration detected and
CMP Site 1 cluster is added.
o c)XaB=ll Oracle Communications Policy Management m'“’"’"'
2. []| CMP GUI: Add CMP 1. Click Add CMP Site 1 Cluster.
ite 1 .
the Cluster—Server The Topology Configuration form is displayed.
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{3 Topolegy Settings

‘ Modify Cluster Settings ” Modify Server-A H Modify Server-B |

B3 All Clusters
E “MP Sitel Cluste:
18] MPE_Clustert General

18] MRA_Clusterl Settings
Name

Appl Type

HW Type

0AM VIP
Signaling VIPs

P
HostName

Status

r =Cluster Settings

= Server-A

1P Preference

Topology Configuration

CMP Sitet Cluster

CMP Sitet Cluster

RMS

<OAM VIP1><10.75.187.140/25>

General Settings

Forced Standby

Running Release

<IP1><10.75.187.138>
IPv4

CMP-1

No

12.6.1.0.0_14.1.0

’—| =iServer-B

In this form, the CMP cluster is given a name, and certain characteristics of the cluster

are defined.

This form defines a VIP address assigned to the active server in the cluster.

Complete the form according to the system design.

Define the Cluster Settings

2. Select the HW Type from the list

—| ElCluster Settings

General

Settings

Name CMP Sitel Cluster

Appl Type CMP Sitel Cluster

HW Type
C-Class({Segregated Traffic)
Oracle RMS
RMS

OAM VIP WM

Signaling VIPs

Add New VIP | Edit| | Delete

Add New VIP | Edit| | Delete

Available options are:

- C-Class (default)—HP Enterprise ProLiant BL460 Gen8/Gen9 server

- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP Enterprise
ProLiant BL460 Gen8/Gen9

- RMS (for a rack-mounted server not using VLANS)

If you selected C-Class, C-Class (segregated traffic), enter the General Network—

VLAN IDs.

Enter the OAM, SIG-A, and SIG-B (optional) virtual LAN (VLAN) IDs.

VLAN IDs are in the range 1 through 4095. The default values are:

- OAM—3
- SIG-A-5
- SIG-B—6
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4. Click Add New VIP.
The New OAM VIP window opens.
5. Enter the OAM VIP and the mask.

New OAM VIP

IP
Mask

‘ Save | | Cancel |

This is the IP address the CMP server uses to communicate with a Policy
Management cluster.

NOTE: Enter the IPv4 address in standard dot format and its subnet mask in CIDR
notation from 0 to 32, or the IPv6 address in standard 8-part colon-separated
hexadecimal string format and its subnet mask in CIDR notation from 0 to 128.

6. Click Save.

The OAM VIP and mask are saved. Repeat this step for a second OAM VIP, if
needed.

NOTE: Typically Signaling VIPs are not added to the CMP
Define the settings for Server-A in the Server-A section of the page

The IP address and hostname of Server-A are the IP address and hostname configured
during the Initial Configuration of the server in section 6.1 of this document. The IP
address and hostname must match exactly. If Server-A is network reachable from the
CMP it is recommended to click Load after the IP address and IP preference are defined.
The CMP attempts to load the hostname from the IP reachable server. This confirms
network connectivity and minimizes the possibility of incorrectly defining the
hostname.

To configure Server-A, in the Server-A section of the page:

7. (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.

8. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP
dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

9. Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

10. Enter the HostName of the server.
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This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.

Server-A example:

[Gserver]
Delete Server-A I

General Settings

|<IP1 > <10.75.150.133/ >

1P
Add New IP | Edit | Delet=
IP Preference ® 1pva ) IPVS
HostName x52-cmp-1a
Forced Standby O

Topology Configuration of the HW Type C-Class example:

<{ ElCluster Settings

General y .
Settings Network Configuration

Name CMP Site1 Cluster
-
Appl Type CMP Site1 Cluster General Network———————

HW Type [c-ciass V] VLAN ID
0AM

<OAM VIP1><10.75.187.157/25> ‘ SIG-A

OAM VIP

Signaling VIPs

Add New VIP

<{ =IServer-A
Delete Server-A

General Settings

<IP1> <10.75.187.150/> |

Add New IP

IP Preference @ 1pva O 106
HostName cmp-it
Forced Standby

11. When done, click Save and the click OK.

If the configuration contains VLAN IDs, you are prompted to confirm the VLAN IDs.

The VLAN IDs on the page must match the VLAN IDs configured on the server.

A mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
= before saving.
|site |oam |s16- [s1e-B |
|Primary |40 |41 |42 |

Cancel

Then the following confirmation prompt displays.

12. Click OK
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Active Server will restart and you will be logged out.

Cok | [ cancel |

At this point you are logged out of CMP GUL.

CMP GUI: Login using
the CMP cluster VIP.

After the Topology Configuration is saved, the CMP VIP address is taken by the active
CMP server of the cluster. This may take a minute.

1. Login to the CMP GUI using the VIP address.
2. Navigate to Platform Settings > Topology Settings = All Clusters > CMP Sitel
Cluster

Topology Configuration

3 Topology Settings
B3 All Clusters
)
8] MPE_Cluster1
[3] MRA_Clustert

Modify Cluster Settings | [ Medify Server-a | [ Modify server-8 | [ Back

1 ECluster Settings

General
Settings

CMP Sitel Cluster
CMP Sitel Cluster

Name
Appl Type
HW Type
OAM VIP
Signaling VIPs

<OAM VIP1><10.75.187.140/25>

= Server-A

General Settings
P <IP1><10.75.187.138>
1P Preference 1Pva

Hostlame CMP-1

Forced Standby No

Status ac
Running Release

’—| =lServer-B

3. Verify the configured CMP server is in Active state

active
12.6.1.0.0_14.1.0

SSH to CLI: If the CMP
VIP is not available

SSH to the CMP real IP address of the CMP server to confirm the server role is active.
# ha.mystate

o root@Site | -CMP- A

NOTE: DbReplication_old with role OOS is not an indication of a problem and is ignored.

It is still possible to login to the CMP server with its Real IP address, if needed, to verify
that the Topology Configuration.

CMP GUI: Modify CMP
Site 1 cluster—add
Server B

Modify CMP Site 1 Cluster—add Server B

1. Navigate to Menu > Platform Settings = Topology Settings
2. Click View for CMP Site 1 cluster
3. Click Modify Server B
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Topology Configuration

| p—
A Topology Settings | Modify Cluster Settings || Modify Server-A ||| Modify Server-B |I Back |
d | —
=3 Al Clusters

LIWCMP Sitel Cluste! <{ SlCluster Settings

[8] MPE_Clustert

General
{8] MRA_Clustert Settings
Name CMP Sitel Cluster
Appl Type CMP Sitel Cluster
HW Type RMS
OAM VIP <O0AM VIP1><10.75.187.140/25>

Signaling VIPs

= Server-A

General Settings

P <IP1><10.75.187.138>
1P Preference 1Pv4

HostName CMP-1

Forced Standby No

Status active

Running Release 12.6.1.0.0_14.1.0

The Topology Configuration opens the Server-B for configuration.

—‘ =ICluster Settings

General

Settings

Name CMP Sitel Cluster

Appl Type CMP Sitel Cluster

HW Type RMS

0AM VIP <QAM VIP1><10.75.187.140/25>

Signaling VIPs

—| = Server-A

General Settings

P <IP1><10.75.187.138>
IP Preference IPva

HostName CMP-1

Forced Standby No

Status active

Running Release 12.6.1.0.0_14.1.0

—| =IServer-B

General Settings

P
IP Preference O 1pva O 1PVE
HostName | || Load |

Forced Standby [J

Define the settings for Server-B in the Server-B section of the page
To configure Server-B, in the Server-B section of the page:
4. (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.
5. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard IP
dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.
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6. Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

7. Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can select the server IP and click
Load to retrieve the remote server host name. If the retrieve fails, this a sign that
the ip address configured is not accessible across the network. Alternately, you
may enter the host name manually but it is recommeneded to do any network
troubleshooting that may be required.

Example of Sitel CMP Cluster Server B Topology Configuration

[Forers]

Delete Server-B

General Settings

75.150.134>

IP

Add New 1P| Edit| Delete |

IP Preference ® 1va O 1PVE
HostMame |x52-cmp-1b Load
Forced Standby Automatically set

EaVEI Cancel |

8. Click Save and then click OK on the confirmation message.

Active Server will restart and you will be logged out.

oK Cancel |

The server statusis out-of-service for few minutes and that is expected until the cluster

forms.
“Iserver-B
General Settings
1P <IP1><10.75.150.134>
1P Preference IPv4
HostName X52-cmp-1b
Forced Standby Yes
Status out-of-service

NOTE: Wait for any alarms to clear. This takes approximately 5 minutes

31282 The HA manager (cmha) is impaired by a s/w fault
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6. |:| CMP GUI: Verify 1. Refresh the CMP GUI screen: Topology Settings = CMP Site 1 Cluster
Server B is added TOPOTGgY CoRTIuFaTion
3 Topology Settings [Modify Cluster Settings | [ Modify server-A | [ Modify Server-8 | [ Back |

43 Al Clusters

IEWCMP Sitel Cluste { ElCluster Settings

[8] MPE_Clustert

General
[8] MRA_Clustert Settings
Name CMP Sitel Cluster
Appl Type CMP Sited Cluster
HW Type RMS
OAM VIP <0AM VIP1><10.75.187.140/25>

Signaling VIPs

4 =l Server-A

General Settings

P <IP1»<10.75.187.138>
IP Preference Ipva

HostName CMP-1

Forced Standby No

Status active

Running Release 12.6.1.0.0_14.1.0

—‘ =IServer-B

General Settings

P <IP1><10.75.187.139>
IP Preference IPva

HostName CMP-2

Forced Standby Yes

Status standby

Running Release 12.6.1.0.0_14.1.0

2. Verify status is:

Forced Standby is set to Yes (automatically set when entering CMP Server-B
information).

3. Status si standby (after refreshing the page).
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7. []| €MP GUI: Remove
force standby on
Server B

1. Click Modify Server-B
2. Clear Force Standby.

[Foerers]
Delete Server-B |

General Settings

<IP1> <10.75.150.134/>

1P
Add New IP | Edit| | Delste
IP Preference ® 1Pva () 1Pv6E
HostName [x52-cmp-1b Load
| Forced Standby |:||
Status standby

Cancel |

3. Click Save and then click OK to the confirmation message.
Verify status in the General Setting is:

e  Forced Standby is set to No
e  Status is set to standby

—IServer-B

General Settings

P <IP1><10.75.150.134=>
1P Preference 1Pva
HostName X52-cmp-1b
Forced Standby No

| Status standb—yE|

8. [] CMP GUI: Verify CMP
cluster

1. Navigate to SYSTEM ADMINISTRATION - Reports.
2. Verify both CMP servers are present, with one in the Active state and the other in
the Standby state. Also the status of the cluster is On-line.

Manager Reports

Serving Gateway/MCC-

MNC Mapping CMP Sitel Cluster (P)

Monitoring Key "
Mode: Active

Reset Counters Pause

Cluster: Manager

Custom AVP Definitions
Custom Vendors
POLICY MANAGEMENT
NETWORK

ne S

SYSTEM WIDE
REPORTS

H B E &

Blades
=/ PLATFORM SETTING

Platform Configuration
Setting

Overall

Topology Settings State Blade Failures Uptime
NF Management 10.75.150.133 (Server-A) = Active 2 5 hours 54 mins 20 secs

SNMP Settings 10.75.150.134 (Server-B) Standby 3 15 mins 23 secs

+ UPGRADE

GLOBAL
CONFIGURATION
-| SYSTEM
ADMINISTRATION
System Settings
*+/Import / Export

eporis
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9. [] CMPGUI: Verify CMP | 1. Navigate to SYSTEM WIDE REPORTS -> Active Alarms
cluster 2. Verify that there are not any active alarms on CMPs.

lacNal Oracle Communications Policy Management

Active Alarms

MY FAVORITES s V[ Fims || e ot || smemy | e

* POLICY SERVER
* POLICY MANAGEENT  pisplay resultsper page: 0[]
* NETWORK o
* MRA
SYSTEM WIDE REPORTS
KP1 Dashboard

Server Server Type  Sewerity Alarm ID Age/Auto Clear Description Time Operation

Subscriber Activity Log
Trending Reparts
Aarms
Active Alarms

‘larm History Repart

- Sessions

10. |:| CMP GUI: Add SNMP 1. Navigate to PLATFORM SETTING > SNMP Settings

Servers 2. Enter the configuration information for the SNMP destination, version, and
community string.
3. Click Save.
e -J\aB— Oracle Communications Policy Manageme
O SNMP Settings

MY FAVORITES SNMP Settings
POLICY SERVER .
POLICY MANAGEMENT Managers Hostname/IP Address Port (Optional)
. Manager 1 I —
SUBSCRIBER Manager 2 [

* NETWORK Manager 3 I l_
MRA Manager 4
SYSTEM WIDE REPORTS Manager 5 I
PLATFORM SETTING I
Platform Configuration N
Setting Enabled Versions [MPv2e and SNMPv3|w |
Topol e Traps Enabled ]

peioay SeHing Traps From TnaVIdual Servers O

SNMP Settings SNMPy2c Community Name [rmpputiic
UPGRADE SNMPV3 Engine ID
GLOBAL CONFIGURATION  gyMpy3 Security Level [auth priv

* SYSTEM SNMPv3 Authentication Type
ADMINISTRATION SNMPY2 Privacy Type

7 ET SNIMPV3 Username (e —

SNMPv3 Password l—
Gancel

NOTE: Clear Traps Enabled until you are ready to go live.

—End of Procedure—

6.4Configuring Additional Clusters

You must configure the management relationships between the active-site CMP cluster and the other
servers and the cluster assignments. After you complete these procedures, the status of the servers is
available from the CMP system.

You can configure clusters at remote sites even if those sites are not fully networked or configured. In
this case the CMP system reports alarms and continues to try to establish the management services to
the clusters until it can reach them. When the clusters become available, the CMP system updates status
and the alarms clear.

NOTE: For the full management relationships established, certain IP network services are allowed
between the CMP Site 1 cluster and the other clusters in the network. Incorrectly configured firewalls in
the network cause the management relationships to fail and alarms are raised at the CMP system.
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6.4.1 Adding a CMP Site2 Cluster for CMP Geo-Redundancy

This procedure configures a Geo-Redundant CMP Site2 cluster. After this procedure a Site2 CMP cluster is
visible on the CMP GUI: Platform Setting = Topology Settings

IMPORTANT: Certain IP network services must be allowed between the CMP Sitel cluster and the CMP
Site2 cluster in the network in order to establish the geo-redundant CMP relationship. Incorrectly
configured firewalls in the network can cause issues. It is recommended that any network issues are
resolved before performing this procedure.

Prerequisites:

Before beginning this procedure, verify that you have HTTP access to the CMP server. The Policy
Management CMP software must be installed on the target servers which form the CMP Site2 cluster and
they are configured with network time protocol (NTP), IP routing, and OAM IP addresses. See Section
5:Preparing the System Environment in this document.

To complete this procedure, you need the following:

e HW Type—Determines whether VLANSs are required. If you select c-Class, c-Class (segregated
traffic), or VLANSs are required.

e OAM VIP—The IP address and netmask the CMP cluster uses to communicate with an MPE or
MRA cluster.

e Network VLAN IDs (depends on HW Type)—The values designated during the Initial Configuration
done with placfg.

o The information that you configured for the CMP Site 1 cluster.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.4.1: Adding a CMP Site2 Cluster for CMP Geo-Redundancy

Step Procedure Details

1. []| CMP GUI: Login to 1. Open a browser.
CMP Server GUIs 2. Enter the CMP server VIP for the navigation string.
(using VIP)

NOTE: Only the following Web Browsers are supported in OCPM 12.6.1

- Motzilla Firefox® release 81.0 or later
- Google Chrome version 86.0 or later

*Internet Explorer in not supported for this procedure

ORACLE

Login as admin (or a user with administrative privileges).
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Step

Procedure

Details

2. [

CMP GUI: View active
alarms

It is recommended to View the active alarms in the system before performing
Configuration work. Check the alarm information and determine if any alarms are
present that may affect configuration activies.

You can view the alarms by:

e  Using the CMP GUI upper right banner
07/09/18 10:58 PM | admin | Logout

Critical
0

e Navigating to System Wide Reports = Active Alarms.

Protocol Timer Profiles Display results per page: [50 =

[Eirst/Prev]1[Next/Last] Total 1 pages

Server .
Server e Severity | Alarm ID Age/Aul

Serving Gateway/McC-
MNC Mapping

Custom AVP Definitions
Custom Vendors

POLICY MANAGEMENT
SPR

SUBSCRIBER

NETWORK

MRA

SYSTEM WIDE REPORTS
KPI Dashboard
Subscriber Activity Log

Trending Reports

Alarms

IMPORTANT: In Policy 12.6.1, there is help provided for alarm descriptions.

- Inthe Alarm views, click the alarm ID to open the alarm description help
page.

—  Alternatively, from the menu select On-Line Help, and select
Troubleshooting Guide. Search this for the alarm ID.

CMP: View topology
settings

Navigate to PLATFORM SETTINGS - Topology Settings

Cluster Configuration
f—d Topology Settings

=3
[#] cMPp sitet Cluster

Add CMP Sitel Cluster | Add CMP Site2 Cluster Add MPE/MRA Cluster I

Cluster Settings

DAM VIP [
10.240.220.228/27 |

Server-£
10.240.220.

Appl Type
CMP Sitel Cluster

Name [
CMP Sitel Cluster (P) |

The Topology Settings screen allows for the selection of adding a CMP Site2 cluster
(used for CMP cluster georedundancy) or adding an (MPE/MRA) cluster.

Note: Adding a CMP Site2 cluster does not require that the Manage Geo-Redundant
option is selected. This option is for adding Geo-Redundant MPE, MRA clusters.

CMP GUI: Add Site 2
CMP cluster

Adding a CMP Site2 CMP cluster is optional.

If the Policy Management solution design calls for georedundant CMP clusters, the
Site 2 CMP cluster must be configured from the CMP Sitel cluster GUI.

1. Navigate to PLATFORM SETTINGS - Topology Settings
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Step

Procedure

Details

Cluster Configuration
3 Topology Settings

B8~ Clusters
8 cwmp site1 Cluster

Add CMP Site2 Cluster Add MPE/MRA Cluster

[ Name [ Appl Type [ OAM VIP [ Serv
[ CMP Site1 Cluster (P) | cMP Sitet Cluster | 10.75.150.132/26 | 10.75.1

Cluster Settings

2. Click Add CMP Site2 Cluster and the Topology Configuration from presents

Topology Configuration

~{ ElCluster Settings

General -
Settings Network Configuration
Name CMP Site2 Cluster
-
Appl Type CMP Site2 Cluster General Network—————————
HW Type C-Class j VLAN 1D
0AM B
= SIG-A s
oaM VIP EI sics
Add New VIR
Signaling VIPs
Add HewvIP
«{ Eserver-A
Dalete Sarver-A
General Settings
i j
Add New 1P
IP Preference C 1pva T IPvs
HostName
Load
Forced Standby [T

save | cancel

Complete the form according to the system design.
Define the Cluster Settings
3. Select the HW Type from the list

Available options are:

- C-Class (default)—HP Enterprise ProLiant BL460 Gen8/Gen9 server

- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment) —HP
Enterprise ProLiant BL460 Gen8/Gen9

- RMS (for a rack-mounted server not using VLANS)

If you selected C-Class, C-Class (segregated traffic), enter the General Network—
VLAN IDs.

4. Enter the OAM, SIG-A, and SIG-B (optional) virtual LAN (VLAN) IDs.
VLAN IDs are in the range 1 through 4095. The default values are:

- OAM—3
- SIG-A—5
- SIG-B—6
5. Select OAM VIP Add New VIP.
The New OAM VIP window opens.

6. Enter the OAM VIP and the mask.
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Step

Procedure

Details
1P
Mask

Save Cancel

This is the IP address the CMP server uses to communicate with a Policy
Management cluster.

NOTE: Enter the IPv4 address in standard dot format and its subnet mask in
CIDR notation from 0 to 32, or the IPv6 address in standard 8-part colon-
separated hexadecimal string format and its subnet mask in CIDR notation from
0to 128.

7. Click Save.

The OAM VIP and mask are saved. Repeat this step for a second OAM VIP, if
needed.

NOTE: Typically Signaling VIPs are not added to the CMP
Define the settings for Server-A in the Server-A section of the page

The IP address and hostname of Server-A are the IP address and hostname
configured during the Initial Configuration of the server in section 6.1 of this
document. The IP address and hostname must match exactly. If Server-A is network
reachable from the CMP it is recommended to click Load after the IP address and IP
preference are defined. The CMP attempts to load the hostname from the IP
reachable server. This confirms network connectivity and minimizes the possibility of
incorrectly defining the hostname.

To configure Server-A, in the Server-A section of the page:

8. (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.

9. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

10. Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

11. Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).
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Step Procedure

Details

For example:

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.

Here the HostName is populated by clicking Load

—| Elserver-A l
Delete Sarver-A I

General Settings

IP Preference

HostName

Forced Standby

add New 1P | Edit | Dalets

& 1pva T 1pve

| E52-cmp-2a |
Load |
r

=Q
{8 cMpsitet Cluster
[8) MpEclustert
8 MRAclstert

Settings

An example of the completed form for HW Type C-Class

| Ecluster settings
General - N
Settings Network Configuration
Name CMP Site2 Cluster
Appl Type  CMP Site2 Cluster General Network
HW Type |cciss v VAN 1D
| ‘(OAM VIP1><10.75.129.130/25> | SIG-A
OAM VIP t 516-B
Signaling VIPs
—‘ =Server-A
Delete server-A
General Settings
<IP1><10.75.125.120>
®

1P Preference

Hosthame

Forced Standby

Save the completed form and confirm the VLAN IDs, if needed

VLAN Confirmation

The VLAN IDs on the page must match the WLAN 1Ds configured on the server.
H A mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
SS2 before saving.
|S\te
|Prirﬂar\.r

|s16-8 |

ls |

|oam
3

|s1G-A
s

There is a transition period and alarms clear after a few minutes while the Sitel CMP
cluster configures the georedundant CMP Site2 server-A. When complete, the
georedundant CMP Site2 cluster is visible in PLATFORM SETTINGS > Topology
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Step

Procedure

Details

A WPE/MAA/BoD/ MA/M

Cluster Settings

53 a

[ o [ Servara Servero | Severc | Sosravos |
B cwe siues Custe [T o st cumer 1] [ 0505015 | 105515005 | wa | | Viewpemots | |
3 CMP Site2 Cluster. [ | Sie2 Cluster (5) | [ 10.75.475.201 WA I A 1 View Delete.

NOTE: For further detail of how this relationship between the Primary Sitel CMP
cluster (P) and the Site2 CMP cluster (S) refer to Configuration Management
Platform Wireless User's Guide

Confirm that the Site2 CMP cluster server-A is active.

Navigate to PLATFORM SETTINGS > Topology Settings=> CMP Site2 Cluster

Topology Configuration

&3 Topology Settings
=43 All Clusters

[ Modify Cluster settings | [ Modify Server-a | [ Modify Server-p |

CWCHP Site1 Clustes = Cluster Settings |

{#] mPE_Cluster General

9] MRA_Cluster1 Settings
Name CMP Site? Cluster
Appl Type CMP Site2 Cluster

HW Type RMS
OAM VIP
Signaling VIPs

<OAM VIP1><10.75.187.140/25>

General Settings
<IP1><10.75.187.138>

IP Preference

HostName

Forced Standby

Status

Running Release

|—| Sserver B |

NOTE: Server-B is visible and is used for the next step

CMP GUI: Add site 2
CMP cluster

CMP-site 2 cluster must have server-B added to complete the cluster configuration.

1. From the Topology Setting menu, select CMP site 2 cluster.
2. Click Modify server-B.

Topology Configuration

&4 Topolagy Settings
=143 Al Clusters

| —
Modify Cluster Settings | | Modify Server-a || Modify Server-8 || Back |
_

JCIWCHP Sitel Clustes —{ =Cluster Settings

{9] MPE_Clustert General

(8] MRA_Clustert Settings
Name CMP Site2 Cluster
Appl Type CMP Site2 Cluster
HW Type
OAM VIP

MS
<0AM VIP1><10.75.187.140/25>

General Settings

> <IP1><10.75.187.138>
1P Preference 1Pva

HostName CMP-1

Forced Standby to

Status active

Running Release 12.6.1.0.0_14.1.0

Define the settings for Server-B in the Server-B section of the page
To configure server-B, in the server-B section of the page:
3. (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.
4. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.
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Step

Procedure

Details

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

5. Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.
- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be

selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

6. Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the host

name manually but it is recommended to do any network troubleshooting that may
be required.

For example:

Ecluster Settings

General
Settings
Name CMP Site2 Cluster

Appl Type CMP Site2 Cluster

HW Type C-Class

OAM VIP <OAM VIP1><10.75.187.157/25>
Signaling VIPs

M = servera

General Settings

1P Preference IPva
Hosthame cmp-it
Forced Standby No

Running Release 12.6.1.0.0_14.1.0

General Settings

<IP1><10.75.158.117>
jid

IP Preference ® 1pva PG
HostName CMP-4 [(oad ]
Forced Standby Automatically set

Save Cancel

There is a transition period and several alarms that clear after a few minutes while
the site 1 CMP cluster configures the georedundant CMP site 2 server-B. Wait for all

alarms to clear and then then confirm that server B in the CMP Site 2 cluster is in
standby.

Navigate to PLATFORM SETTINGS > Topology Settings=> CMP Site2 Cluster
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Step Procedure

Details

23 Topology Settings
Q3 Al sites

[(odify Cluster settings | [ Modify Server-a | [ Modify server- | [ Back

Topology Configuration

| Scluster Settings

General
Settings.
Name CMP Site2 Cluster
r Appl Type CMP Site2 Cluster
18 MRat HW Type C-Class
0AM VIP <OAM VIP1><10.75.187.140/25>

Signaling VIPs

Netwerk Configuration

General Network:

VLAN ID
0AM 19
SIG-A 20
SIG-B 24

—‘ = Server-A |
General Settings

®
1P Preference
HostName
Forced Standby
Status

Running Release

<IP1><10.75.187.138>
IPva

CMP-1

No

active

12.6.1.0.0_14.1.0

<{ =Server-B

General Settings

<IP1><10.75.187.139>

1P Preference Ipva
HostNam: CMP-,
Forced Standby Yes
Status standby

Tnring Release

12.6.1.0.0_14.1.0

S

Note: Forced Standby of Server-B status is Yes.

6. [ ]| CMP GUI: Clear
Forced Standby
setting for server-B

From the Topology Settings menu, select the CMP site 2 cluster.

1
2. Click Modify Server-B.

3. Clear the Forced Standby state of Server-B.
4. Click Save.

Topology Configuration

&3 Topoiogy Settings

20 Al Sites —| SiCluster Settings
=3 Al Clusters General

9 = Seitings

® Name CMP Site2 Cluster

® Appl Type CMP Sitez Cluster
HW Type C-Class

9 OAM VIP <OAM VIP1><10.75.187.140/25>
Signaling VIPs

Network Configuration

General Networl

SIG-A
SIG-B

General Settings
w

1P Preference
Hosthame
Forced Standby
Status

Running Release

<IP1><10.75.187.138>
1Pvd

CMP-1

No

active

12.6.1.0.0_14.1.0

—4 SServer-B |

General Settings
<IF1> <10.75.187.139/>

"

1P Preference ® 1pua PvE

HostName cMP-2 Load
rorced standby [C1]

Status standby

Running Release 12.6,1.0.0_14.1.0

Add New 1P

The Geo-Redundant Site2 cluster confugration is completed. The CMP Sitel
cluster is marked with a (P) for primary and the CMP Site2 cluster is marked with

an (S) for secondary.

PLATFORM SETTINGS > Topology Settings—>

sster Configuration

=
T ansiten Cluster Settings.
=3 A Clusters
8 o snas st I Wame [ ool Tvpe [ Site Preference | GAH VP [ ServerA [ Sever [ Severc | Gperation ]
o1 Cluste | o Sae1 Cluster (71| G Siet Cusier | A | i675.150.159/% | 0.75.15043 | 30.75180.434 | A I View Demate |
e [P Site2 Cluster (51 | ce Site2 Custer | WA [ iosamsaoos | ossirsan | iorsazseoe | WA T View Delste |

—End of Procedure—
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6.4.2 Setting Up a Non-CMP Cluster (MPE, MRA)

This procedure configures the management relationships between the CMP and other Non-CMP clusters
in Wireless Mode.

A non-CMP cluster includes one of the following server types:

e MPE
e MRA

IMPORTANT: Certain IP network services must be allowed between the CMP Site 1 cluster and the other
clusters in the network, in order to establish the full management relationships. Incorrectly configured
firewalls in the network can cause the management relations to fail, and alarms are raised at the CMP.

Prerequisites:
Before beginning this procedure, verify that you have HTTP access to the CMP server.
Before defining a non-CMP cluster, ensure the following:

o The server software is installed on all servers in the cluster.
e The servers are configured with network time protocol (NTP), IP Routing, and OAM IP addresses.
e The server IP connection is active.

See Section 5:Preparing the System Environment in this document.

To complete this procedure, you need the following:

e HW Type—Determines whether VLANSs are required. If you select c-Class, c-Class (segregated
traffic), VLANs are required. For RMS hardware, VLANs are not required.

e OAM VIP (optional)—The IP address and netmask a CMP cluster uses to communicate with an
MPE or MRA cluster.

e Signaling VIPs (required)—The IP address a policy charging and enforcement function (PCEF) uses
to communicate with a cluster. At least one signaling VIP is required. Define up to four IPv4 or
IPv6 addresses and netmasks of the signaling VIP addresses. For each, select None, SIG-A, SIG-B,
or SIG-C to indicate whether the cluster uses an external signaling network. You must enter a
Signaling VIP value if you specify either SIG-A, SIG-B, or SIG-C.

e Network VLAN IDs—The values designated during the Initial Configuration done with placfg.
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.4.2: Setting Up a Non-CMP Cluster (MPE, MRA)

Step Procedure Details
1. |:| CMP GUI: Login to 1. From Browser, enter CMP Server VIP in Navigation string.
CMP Server GUIs

(using VIP) NOTE: Only the following Web Browsers are supported in OCPM 12.6.1

- Motzilla Firefox® release 81.0 or later
- Google Chrome version 86.0 or later

*Internet Explorer in not supported.

ORACLE’

2. Login as admin (or a user with administrative privileges).
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Step

Procedure

Details

2. [

CMP GUI: View active
alarms

It is recommended to View the active alarms in the system before performing
Configuration work. Check the alarm information and determine if any alarms are
present that may affect configuration activies.

You can view the alarms by:

e  Using the CMP GUI upper right banner
07/09/18 10:58 PM | admin | Logout

Critical
0

¢ Navigating to System Wide Reports = Active Alarms.

Display results per page: [S0 -
[First/Prev]i[Next/Last] Total 1 pages

Protacol Timer Profiles

Roaming Profiles
Charging Servers Server STE";;:" Severity | Alarm ID Age/Aul
Time Periods

Serving Gateway/MCC-
MNC Mapping

Custom AVP Definitions
Custom Vendors

POLICY MANAGEMENT

SPR

SUBSCRIBER

NETWORK

MRA

SYSTEM WIDE REPORTS
KPI Dashboard

Subscriber Activity Log

{Aictive Aiarms

IMPORTANT: In Policy 12.6.1, there is help provided for alarm descriptions.

- Inthe Alarm views, click the alarm ID to open the alarm description help
page.

— Alternatively, from the menu select On-Line Help, and select
Troubleshooting Guide. Search this for the alarm ID.

Mode configuration
considerations

The Modes must be selected during the initial GUI configuration for all the options in
this procedure to be available for configuration on the CMP. To add a Non-CMP
cluster the following Mode Options must be selected on the CMP:

e MPE (Manage Policy Servers)
e MRA (Manage MRAs)
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Manage Policy Servers
Marnage MA Servers
Manage Policies

|P—-1ar‘|age MRAS

Manage BoDs
| Manage Mediation Servers
Manage SPR Subscriber Data
Manage Geo-Redundant
Manager is HA (clustered)
Manage Analytic Data
Manage Direct Link
Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

I S | ) | (U

Note:

e Ifthe Manage Geo-Redundant is selected go to the next procedure. (6.4.4:
Setting Up a Non-CMP cluster (MPE, MRA)

Modes are changed at a later time if needed, but the method to access this mode

selection is not documented. Contact Oracle Support if Mode selection is required to

changed after the initial configuration.

CMP GUI: Add MPE,
MRA clusters

1. Navigate to PLATFORM SETTINGS = Topology Settings

Cluster Configuration

| Add MPE/MRA/Mediation Cluster

Cluster Settings
8] cme sitet Cluster

@ CMP Site2 Cluster Name Appl Type OAM VIP Ser
CMP Sitel Cluster (P) CMP Sitel Cluster 10.75.150.132/26 10.75.
CMP Site2 Cluster (5) CMP Site2 Cluster 10.75.175.200/25 10.75.

2. On the cluster Configuration page, click Add MPE/MRA Cluster

The procedure for adding an MPE, MRA cluster is the same except for selecting the
Appl Type which is MPE, MRA respectively.

The Topology Configuration page opens.
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=l 70000y Settings)
S5 All Clusters
{8] cMmP site1 Cluster
{8 cmp site2 Cluster

Topology Configuration

—{ SlCluster Settings

General
Settings
Name

2ppl Type MPE

HW Type C-Class

OAM VIP

signaling VIPs

«{ Elserver-A

Add new vIP

Add New VIR

Network Configuration

OAM
SIG-A

= SIG-8
j SIG-C

VLAN ID

s
3
7

Delets Sarver-a

General Settings

1

1P Preference

HostName

Forced Standby T

Add New 1P

Sserver-B
Add Servar-8

Save | Cancal

CMP GUI: Add MPE,
MRA clusters

Complete the form according to the system design.

You can add both Server-A and Server-B at the same time.

Notes:

- Itis possible to come back at a later time and modify any settings made at

this time.
- The procedure for adding an MPE, MRA cluster is the same except for
selecting Appl Type which is MPE, MRA respectively.

Define the Cluster Settings

Name (required)—Name of the cluster. Enter up to 250 characters, excluding

quotation marks(") and commas (,).
Appl Type—Select the type of server: MPE (default), MRA
HW Type—Select the type of hardware:

- C-Class (default)—HP ProLiant BL460 Gen8 server
- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP ProLiant

BL460Gen8

- RMS (for a rack-mounted server not using VLANS)

If you selected C-Class, C-Class (segregated traffic), enter the General Network—

VLAN IDs.

1. Enter the OAM, SIG-A, SIG-B (optional),and SIG-C (optional) virtual LAN (VLAN)

IDs.

VLAN IDs are in the range 1 through 4095. The default values are:

- OAM—3
- SIG-A—5

91




Policy Management Bare Metal Installation Guide

Step

Procedure

Details

- SIG-B—6
OAM VIP—The OAM VIP is not typically used for Non-CMP clusters. The Real IP
address is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required)—The signaling VIP is the IP address a PCEF (or Gateway)
device uses to communicate with a cluster. Click Add New VIP to add a VIP to the
system. A cluster supports the following redundant communication channels for
carriers that use redundant signaling channels.

- SIG-A
- SIG-B
- SIG-C
At least one signaling VIP is required.
For Example:
<{ ElCluster Settings
g:?t?r:gls Network Configuration
Name ‘MRA(‘USEH ‘ General Network———————————
Appl Type [mra v VLAN ID
HW Type [c-dlass <] 0AM 3
SIG-A
SIG-B 6
OAM VIP ‘ ‘ SIG-C 7
Signaling VIPs
<Signaling VIP1><10.196.117.152/25><SIG-A>
Add New VIP

Define the settings for Server-A in the Server-A section of the page

The IP address and hostname of Server-A are the IP address and hostname
configured during the Initial Configuration of the server in section 6.1 of this
document. The IP address and hostname must match exactly. If Server-A is network
reachable from the CMP it is recommended to click Load after the IP address and IP
preference are defined. The CMP attempts to load the hostname from the IP
reachable server. This confirms network connectivity and minimizes the possibility of
incorrectly defining the hostname.

To configure Server-A, in the Server-A section of the page:

2. (Required) To enter the IP address, click Add New IP.
The Add New IP window opens.

3. Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

4. Foran IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

- For an IPv6 address, enter it in the standard 8-part colon-separated
hexadecimal string format.
- Select the IP Preference: IPv4 or IPV6.
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The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be

selected.
- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.
5. Enter the HostName of the server.
This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).
NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.
For example:
General Settings : :;t:cl;.:nfiguratinn X

1P Preference © 1pva O 1Pus =

¥52-mpe-is Add New
HostName
Load

Forced Standby 7

Add wew1p | Edit | Delete

Define the settings for Server-B in the Server-B section of the page

To configure Server-B, in the Server-B section of the page:

6.

(Required) Click Add New IP to enter the IP address.
The Add New IP window opens.
Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
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configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommeneded to do any network troubleshooting
that may be required.

For example:
«{ Elserver-B
Delate Server-B
General Settings Path Configuration
Static IP H
1P K
Add New IP Edit Delete
1P Preference © 1pva O 1evs =
HostName pzmee-t _Add tew |
Load

Forced Standby 7

NOTE: These settings are only an example of a likely configuration. An actual
deployment is specific to your requirements.

CMP GUI: Add MPE,
MRA clusters

1. Save the Topology Configuration at the bottom of the Topology Configuration

page.
2. Confirm the VLAN configuration if the hardware type requires VLANs

VLAN Confirmation

The VLAN IDs on the page must match the VLAN IDs configured on the server.
H A mismatch will cause HA to fail. Please confirm that the VLAN IDs are correct
S5 before saving.

|site |oam [s16-A |s16-B |s16-C |
|Primary |20 |41 la2 | |

3. Click OK to confirm

Active server will restart.

QK Cancel

If the cluster added successfully, it is visible on the Cluster Configuration page. The
Cluster Configuration page displays:

2dd MPE/MAA Madistion Clustar

53 Tepalagy Settings
ae
@] CMP Sitel Cluster
8] Cwp Site2 Cluster
@ weeor

Cluster Scttings

[ Wame
CMP Sael Cluster (P)
5)

CHP Site2 Cluster
MPE-01

Appl Type OAM VIP Server A Server 8
CHP Stel Cluster 10.75.150.132/26 10.75.150.1 10.75.150.134
CHP Site2 Cluster 10.75.175.200/25 10.75.175.201

WPE WA 10.75.150.136
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7. []| CMP GUI: Add MPE,
MRA clusters

Confirm the cluster added successfully.
The following shows an example of adding a non-CMP cluster of Appl Type MPE

Check that all alarms have cleared and then click View for the cluster that was added

Cluster Configuration

AN VIF Server-B Operation
10.75.150.132/ 0.75.150.134 vie: e

|
107 TR
10.75.175.202 |
I

10.75.150.132/26
10.75.178.200/25
WA 10.75.150.137

The Topology Configuration opens for the added non CMP cluster.

There is an active and a standby server. It does not matter which server is active. If
this is the case, and there are not any alarms, then the cluster is added successfully.

For Example:

Topology Configuration

[ Modify Cluster settings | [ Modify Server-a | [ Modify server-g | [ Back

=iCluster Settings

g:;-:;ls Network Configuration
APE Clusterl
Name MPE Cluster: rGeneral Network:

Appl Type MPE VLAN ID

HW Type C-Class oaM 19
oaM vIP SIGA 20
Signaling VIPs  <Signaling VIP1><10.196.11 SIG-B 24
Server A ]

General Settings

» <IP1><10.75.187.138>

IP Preference Pvd

HostN e MPE-1

tan No
Status active ]

Running Release

<{ =Server B |

General Settings

12.6.1.0.0_14.1.0

<IP1><10.75.187.139>
IP Preference P4
HostName MPE-2
Forced Standby No
[status standby |
Running Release

12.6.1.0.0_14.1.0

NOTE: If the topology configuration is performed at a time when there is not a
network connection between the CMP and the MRA, MPE servers being added to
the topology, the status of the servers is offline and alarms are generated because of
the offline state. These alarms persist until the servers become reachable from the
CMP. The CMP continually retries connecting to the servers that are added in the
topology. In this case, no further configuration is performed until the network
connectivty between the CMP and the target servers is available. Do not proceed.
Return to this step when the network connectivty from the CMP to the target
servers is available. If the servers are reachable then proceed to the next step.

The cluster is successfully added.

8. [_] Repeat the previous
step for additional
clusters

A list of clusters configured are added to this step as a reminder.

The procedure for adding an MPE, MRA cluster is the same except for selecting the
Appl Type which is MPE, MRA respectively.

9. []| Ifthe CMP manages
remote sites, and
these are not
available.

If the CMP manages remote sites and the sites are not available, you can either:

e Configure the clusters and return to the verify steps after the connectivity is
established.
e Configure the clusters at a later time when connectivity is established.

—End of Procedure—
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6.4.3 Setting Up a Geo-Redundant Site

This procedure creates sites that are used if Geo-Redundant clusters are added to the CMP Topology. A
Geo-Redundant cluster is associated with these sites in the next procedure. If Geo-Redundant clusters
are not needed, than skip this procedure.

Prerequisites:

e Before beginning this procedure, verify that you have HTTP access to the CMP server.
e Names of Sites created

Check off (\/) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.4.3: Setting Up a Geo-Redundant Site

Step Procedure Details
1. |:| CMP GUI: Login to 1. From Browser, enter CMP Server VIP in Navigation string.
CMP Server GUIs

(using VIP) NOTE: Only the following Web Browsers are supported in OCPM 12.6.1

- Motzilla Firefox® release 81.0 or later
- Google Chrome version 86.0 or later

*Internet Explorer in not supported for this procedure

ORACLE

2. Login as admin (or a user with administrative privileges)

96



Policy Management Bare Metal Installation Guide

Step

Procedure

Details

CMP GUI: View active
alarms

It is recommended to View the active alarms in the system before performing
Configuration work. Check the alarm information and determine if any alarms are
present that may affect configuration activies.

You can view the alarms by:

e  Using the CMP GUI upper right banner
07/09/18 10:58 PM | admin | Logout

Critical
0

¢ Navigating to System Wide Reports = Active Alarms.

Display results per page: [S0 -
[First/Prev]i[Next/Last] Total 1 pages

Protacol Timer Profiles

Roaming Profiles
Charging Servers Server STE";;:" Severity | Alarm ID Age/Aul
Time Periods

Serving Gateway/MCC-
MNC Mapping

Custom AVP Definitions
Custom Vendors

POLICY MANAGEMENT

SPR

SUBSCRIBER

NETWORK

MRA

SYSTEM WIDE REPORTS
KPI Dashboard

Subscriber Activity Log

IMPORTANT: In Policy 12.6.1, there is help provided for alarm descriptions.

- Inthe Alarm views, click the alarm ID to open the alarm description help
page.

— Alternatively, from the menu select On-Line Help, and select
Troubleshooting Guide. Search this for the larm ID.
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CMP: View Topology
Settings

1. Navigate to PLATFORM SETTINGS - Topology Settings.
2. Confirm that All Sites is listed in the Topology Settings menu.

Delete Site Successfully.
=] Topolagy Settings v

-8 Site Configuration
E3 All Clusters Create Site I

“[8] cmp sitet Cluster
“[8] cMP site2 Cluster

NOTE: Sites may only be created when Manage Geo-Redundant mode is enabled.

Manage Policy Servers

Manage MA Servers

Manage Policies

Manage MRAs

Manage BoDs

Manage Mediation Servers
Manage SPR Subscriber Data
Manage Geo-Redundant
Manager 15 HA (clustered)
Manage Analytic Data

Manage Direct Link

Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

_ox |

NOTE: If Manage Geo-Redundant mode was not selected during initial configuration
of the Sitel CMP cluster, the CMP modes are changed if needed, but the method to
access this mode selection is not documented. Contact Oracle Support if Mode
selection is required to be changed after the initial configuration.

OO RARR ORI TR

CMP GUI: Create sites
for georedundant
configuration

For a georedundant configuration at least 2 Sites must be created before proceeding
with this procedure. This step is preparation for adding georedundant MPE, MRA
clusters and is not needed to add a georedundant CMP cluster. If georedundancy is
not going to be used, this step may be skipped.

1. Navigate to PLATFORM SETTINGS > Topology Settings>All Sites
2. Click Create Site.

. ‘23 Topology Settings

-3 _ CreateSite |
E‘a All Clusters
-[8] CMP Site1 Cluster

The Site Configuration form opens.
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New Site

Name

HW Type

General Network
WLAN ID

QAM

SIG-A

SIG-B

SIG-C

VLAN ID
REP

Save Cancel

Metwork Configuration

User Defined Network

Max Primary Site Failure Threshold

Site Configuration

C-Class 4|

3. Select the HW Type from the list.
The available options are:
- C-Class (default)
- C-Class(segregated traffic) (for a configuration where Signaling and other
networks are separated onto physically separate equipment)
- RMS (for a rack-mounted server)
If you selected C-Class, C-Class(segregated traffic), enter the General Network -
VLAN IDs.
4. Enter the OAM, SIG-A, SIG-B (optional), and SIG-c (optional) virtual LAN (VLAN)
IDs.
VLAN IDs are in the range 1 through 4095. The default values are:
- OAM-—3
- SIG-A—5
- SIG-B—6
- SIG-C—7
5. Name the site and click Save.
Site Configuration
=3 Topology Settings

@
E+Z4 All Clusters

“{@] cMP site1 Cluster

New Site

Mame
Max Primary Site Failure Threshold
HW Type

Eavel Cancel I

[eity

RMS

The site is listed in the Topology Settings menu

=

Topology Settings

N e

B All Clusters

“{8] CMP site1 Cluster
“{8] CMP site2 Cluster

Create Site
Site

Cityl

Site Configuration

Max Primary Site Failure Threshold

o

i |

6.

Create a 2™ Site and click Save.
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Site Configuration
New Site
Name

Max Primary Site Failure Threshold o
HW Type C-Class ﬂ

Metwork Configuration
General Network
VLAN ID
OAM
SIG-A
SIG-B
SIG-C

User Defined Network

VLAN ID
REP

Save Cancel

The site is listed in the Topology Settings menu.

Create Site Successfully.
2 Topology Ssttings v
= Al Sited] - . -
a Site Configuration
a @ Cityl Create Site
@] city2 . ) . i
Site Max Primary Site Failure Threshold
3 Al Clusters
; City1 o
{8 cwmp siter Cluster ﬁ
~{@] cMP site2 Cluster Lity2 ° ﬁ

—End of Procedure—

6.4.4 Setting Up a Geo-Redundant Non-CMP Cluster (MPE, MRA)

This procedure configures the management relationships between the CMP and other Geo-Redundant
Non-CMP in Wireless Mode.

A non-CMP cluster includes one of the following server types:

e MPE
e MRA

IMPORTANT: Certain IP network services must be allowed between the CMP Site 1 cluster and the other
clusters in the network, in order for the full management relationships to be established. Incorrectly
configured Firewalls in the network can cause the Management relations to fail, and alarms to be
raised at the CMP.

Prerequisites:
Before beginning this procedure, verify that you have HTTP access to the CMP server.
Before defining a non-CMP cluster, ensure the following:

e The server software is installed on all servers in the cluster.
e The servers are configured with network time protocol (NTP), IP Routing, and OAM IP addresses.
e The server IP connection is active.

See Section 5:Preparing the System Environment in this document
e Procedure 6.4.3: Setting Up a GeoRedundant Site is completed

To complete this procedure, you need the following:
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e HW Type—Determines whether VLANSs are required. If you select c-Class, c-Class (segregated
traffic), VLANs are required.

e OAM VIP (optional)—The IP address and netmask a CMP cluster uses to communicate with an
MPE or MRA cluster.

e Signaling VIPs (required)—The IP address a policy charging and enforcement function (PCEF) uses
to communicate with a cluster. At least one signaling VIP is required. Define up to four IPv4 or
IPv6 addresses and netmasks of the signaling VIP addresses. For each, select None, SIG-A, SIG-B,
or SIG-C to indicate whether the cluster uses an external signaling network. You must enter a
Signaling VIP value if you specify either SIG-A, SIG-B, or SIG-C.

o Network VLAN IDs—The values designated during the Initial Configuration done with placfg.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.4.4: Setting Up a Geo-Redundant Non-CMP Cluster (MPE, MRA)

Step Procedure Details
1. []| CMP GUI: Login to 1. Open a browser and enter the CMP server VIP as the navigation string.
CMP Server GUIs

(using VIP) NOTE: Only the following Web Browsers are supported in OCPM 12.6.1

- Motzilla Firefox® release 81.0 or later
- Google Chrome version 86.0 or later

*Internet Explorer in not supported.

ORACLE

2. Login as admin (or a user with administrative privileges)
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2. [

CMP GUI: View active
alarms

It is recommended to View the active alarms in the system before performing
Configuration work. Check the alarm information and determine if any alarms are
present that may affect configuration activies.

You can view the alarms by:

e  Using the CMP GUI upper right banner
07/09/18 10:58 PM | admin | Logout

Critical
0

¢ Navigating to System Wide Reports = Active Alarms.

Display results per page: [S0 -
[First/Prev]i[Next/Last] Total 1 pages

Protacol Timer Profiles

Roaming Profiles
Charging Servers Server STE";;:" Severity | Alarm ID Age/Aul
Time Periods

Serving Gateway/MCC-
MNC Mapping

Custom AVP Definitions
Custom Vendors

POLICY MANAGEMENT

SPR

SUBSCRIBER

NETWORK

MRA

SYSTEM WIDE REPORTS
KPI Dashboard

Subscriber Activity Log

IMPORTANT: In Policy 12.6.1, there is help provided for alarm descriptions.

- Inthe Alarm views, click the alarm ID to open the alarm description help
page.

— Alternatively, from the menu select On-Line Help, and select
Troubleshooting Guide. Search this for the alarm ID.
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Mode Configuration
Considerations

The Modes must be selected during the initial GUI configuration for all the options in
this procedure to be available for configuration on the CMP. To add a Non-CMP
cluster the following Mode Options must be selected on the CMP:

e  MPE (Manage Policy Servers)
e MRA (Manage MRAs)
e Manage Geo-Redundant

| Manage Policy Servers
Manage MA Servers
Manage Policies

|r-'1anage MEAsS
Manage BoDs

| Manage Mediation Servers
Manage SPR Subscriber Data

| Manage Geo-Redundant
Manager 15 HA (clusterad)
Manage Analytic Data
Manage Direct Link

Manager is NW-CMP (Restricted)
Manage Segment Management Servers (Restricted)

70 = K| === <1< Cf <

Note:

e Manage Geo-Redundant mode enables you to configure Primary and Secondary
sites as well as adding a Server-C (spare) to each non-CMP cluster in the
Topology.

Modes are changed at a later time if needed, but the method to access this mode
selection is not documented. Contact Oracle Support if Mode selection is required to
be changed after the initial configuration.

CMP GUI: Add MPE,
MRA clusters

1. Navigate to PLATFORM SETTINGS = Topology Settings

Cluster Configuration

[ add meesmramediation cluster |

Cluster Settings

LR ciye Name Appl Type Site Preference 0AM VIP Server-
ity CMP Sitel Cluster (P) CMP Sitel Cluster N/A 10.75.150.132/26 10.75.150.
B3 All Clusters CMP Site2 Cluster (S) CMP Site2 Cluster N/A 10.75.175.200/25 10.75.175.

~{@] cwP site1 Cluster
“[8] cMp sitez Cluster

2. On the cluster Configuration page, click Add MPE/MRA

The procedure for adding an MPE or MRA cluster is the same except for
selecting the Appl Type which is MPE or MRA respectively.

The Topology Configuration page opens:
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= =l none oaMMsic-adsicadsicc dRer
H
H
|
H
SE—
3 e -
=
I Use Site Configuration
Starame | g
[ === B General Networ
o
omue | £ N P
_hid e vie | sies o
Signaling VIPs sisc
=
—
warm
a =

Notes:

e All Sites is available in the Topology Settings menu.

e  Primary Site Settings and Secondary Site Settings is available on the Topology
Configuration page.

e Server-Cis available in the Secondary Site Settings sections.

5. [ cMP GuI: Add
MPE/MRA clusters

Complete the form according to the system design.

You can add Server-A, Server-B and Server-C at the same time. To add Server-C
expand the Server-C option by clicking on the + (plus) sign for Server-C.

Notes:

- Itis possible to come back at a later time and modify any settings made at
this time.

- The procedure for adding an MPE/MRA cluster is the same except for
selecting Appl Type which is MPE, MRA respectively.

Define the Cluster Settings

Name (required)—Name of the cluster. Enter up to 250 characters, excluding
quotation marks(") and commas (,).

Appl Type—Select the type of server: MPE (default) or MRA

Site Preference—NORMAL (default)
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DSCP Marking—PHB(None)is the default

Replication Stream Count—1 through 8. 1 is the default.

Replication and Heartbeat—None is the default. OAM is typically preferred.
Backup Heartbeat—None (default) or OAM

For Example:

Elcluster Settings

Cluster Settings
Name MPED1 DSCP Marking PHB(None) o

1

Replication Stream
Appl Type | mPE
| T Count

= nene oam LSIG-AMSIG-BASIG-C AREP
o © Ll Ll Ll o
[oNF Lo} Lad Lad (o}

[ENREN

Site Normal

Preference Replication & Heartbeat

Backup Heartbeat

NOTE: A warning icon (“*) indicates that you cannot select a network until you
define a static IP address on all servers of both sites.

Define the Primary Site Settings (General Settings)

«{ ElPrimary Site Settings
7 Use site Configuration

General Settings Network Configuration

Site Name Unspecified =l General Network————————
VLAN 1D
HW Type C-Class -
Ve H oam 3
= sie-a |5
0AM VIP zi sic-8 |6
Add New VIR siec |7
signaling VIPs
H FUser Defined Network————

VLAN ID

REP

=

Add New VIR

Site Name—Here the added server is associated with a configured site in the
drop down tab if this is a Geo-Redundant topology

HW Type—Select the type of hardware:

- C-Class (default)—HP ProLiant BL460 Gen8 server

- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP ProlLiant
BL460 Gen8

- RMS (for a rack-mounted server not using VLANS)

Define the Network Configuration.

- if you selected C-Class, C-Class(segregated traffic), enter the General
Network—VLAN IDs.

- Enter the OAM, SIG-A, SIG-B (optional), and SIG-C (optional) virtual LAN
(VLAN) IDs.

VLAN IDs are in the range 1 through 4095. The default values are:

- OAM-—-3

- SIG-A—5

- SIG-B—6

- SIG-C—7
If the hardware type is C-Class or C-Class(segregated traffic), for the user
defined network, enter the REP VLAN ID.

NOTE: Virtual LAN (VLAN) IDs are in the range of 1 to 4095.
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OAM VIP—The OAM VIP is not typically used for Non-CMP clusters. The Real IP
address is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required)—The signaling VIP is the IP address a PCEF (or
Gateway) device uses to communicate with a cluster. Click Add New VIP to add
a VIP to the system. A cluster supports the following redundant communication
channels for carriers that use redundant signaling channels.

- SIG-A
- SIG-B
- SIG-C
At least one signaling VIP is required.

- Define the settings for Server-A in the Primary Site Settings section of the
page
The IP address and hostname of Server-A are the IP address and hostname
configured during the Initial Configuration of the server in section 6.1 of this
document. The IP address and hostname must match exactly. If Server-A is
network reachable from the CMP it is recommended to click Load after the IP
address and IP preference are defined. The CMP attempts to load the hostname
from the IP reachable server. This confirms network connectivity and minimizes
the possibility of incorrectly defining the hostname.

«{ Jserver-A
Delete Servar-A
General Settings Path Configuration
i’ Static IP| =
P -
Add New 1P
1P Preference C 1pvs © 1pve E

HostName hdd New
Load

Forced Standby 7

To configure Server-A, in the Server-A section of the page:

- (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.

- Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

- Select the IP Preference: IPv4 or IPV6.

The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

- Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).
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NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommended to do any network troubleshooting
that may be required.

- Inthe Path Configuration section, click Add New to add a Static IP.
The New Path window opens.

NOTE: If an alternate replication path and secondary HA heartbeat path is used,
a server Static

IP address must be entered in this field.

- Enter a Static IP address and Mask.
- Select the Interface:

- SIG-A

- SIG-B

- SIG-C

- REP

- BKUP

Define the settings for Server-B in the Server-B section of the page

- Click Add Server-B on the Topology Configuration page

Add Server-B

The Server-B configuration form opens

SServer-B

Delste Server-g

General Settings Path Configuration
ﬂ Static 17 H

i as

add New 1P

1P Preference s © 1evs I

HostName Add New
Load

Forced Standby [T

To configure Server-B, in the Server-B section of the page:
- (Required) Click Add New IP to enter the IP address.
The Add New IP window opens.

- Enter the IP address in either IPv4 or IPv6 format.
This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter the address in the standard 8-part colon-separated
hexadecimal string format.

- Select the IP Preference: IPv4 or IPV6.
The server uses the IP address in the specified format for communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.
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- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.
- Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
host name manually but it is recommended to do any network troubleshooting
that may be required.

- Inthe Path Configuration section, click Add New to add a Static IP.

The New Path window opens.

NOTE: If an alternate replication path and secondary HA heartbeat path is used,
a server Static

IP address must be entered in this field.

- Enter a Static IP address and Mask.
- Select the Interface:

- SIG-A

- SIG-B

- SIG-C

- REP

- BKUP

- Define the Secondary Site Settings

—| Hlsecondary Site Settings

General

Site Name Unspecified

HW Type

OAM VIP

Signaling VIPs sIG-C

T use site Configuration
Settings Network Configuration

rGeneral Network—————————
VLAN ID

i’ OAM 3
- SIG-A

s
Add New vIP 5168 [
7

c-Class

rUser Defined Network—————
VLAN ID
REP

Add New VIP

Site Name—Here the added server is associated with a configured site in the
drop down tab if this is a geo-redundant topology

HW Type—Select the type of hardware:

- C-Class (default)—HP ProLiant BL460 Gen8 server

- C-Class (segregated traffic) (a configuration where Signaling and other
networks are separated onto physically separate equipment)—HP ProlLiant
BL460 Gen8

Define the Network Configuration.

- if you selected C-Class, C-Class(segregated traffic), enter the general
network—VLAN IDs.
- Enter the OAM, SIG-A, and SIG-B (optional) virtual LAN (VLAN) IDs.

VLAN IDs are in the range 1 through 4095. The default values are:
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- OAM-—3

- SIG-A—5

- SIG-B—6

- Ifthe hardware type is C-Class or C-Class(segregated traffic), for the user
defined network, enter the REP VLAN ID.

NOTE: Virtual LAN (VLAN) IDs are in the range of 1 to 4095.

OAM VIP—The OAM VIP is not typically used for Non-CMP clusters. The Real IP
address is used by the CMP to communicate with the Non-CMP cluster.

Signaling VIPs (required)—The signaling VIP is the IP address a PCEF (or
Gateway) device uses to communicate with a cluster. Click Add New VIP to add
a VIP to the system. A cluster supports the following redundant communication
channels for carriers that use redundant signaling channels.

- SIG-A
- SIG-B
- SIG-C
At least one signaling VIP is required.

- Define the settings for Server-C in the Secondary Site Settings section of the
page
- Click Add Server-C on the Topology Configuration page

Add Server-C

The Server-C configuration form opens

- (Required) To enter the IP address, click Add New IP.
The Add New IP window opens.

- Enter the IP address in either IPv4 or IPv6 format.

This is the IP address of the server. For an IPv4 address, enter it in the standard
IP dot-format.

For an IPv6 address, enter it in the standard 8-part colon-separated hexadecimal
string format.

- Select the IP Preference: IPv4 or IPV6.

The server preferentially uses the IP address in the specified format for
communication.

- If neither an IPv6 OAM IP nor a static IP address is defined, IPv6 cannot be
selected.

- If neither an IPv4 OAM IP nor a static IP address is defined, IPv4 cannot be
selected.

- Enter the HostName of the server.

This must exactly match the host name provisioned for this server (the output of
the uname -n Linux command).

NOTE: If the server has a configured server IP, you can click Load to retrieve the
remote server host name. If the retrieve fails, this a sign that the ip address
configured is not accessible across the network. Alternately, you may enter the
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host name manually but it is recommeneded to do any network troubleshooting
that may be required.
- Inthe Path Configuration section, click Add New to add a Static IP.
The New Path window opens.
NOTE: If an alternate replication path and secondary HA heartbeat path is used,
a server is Static
IP address must be entered in this field.
- Enter a Static IP address and Mask.
- Select the Interface:
- SIG-A
- SIG-B
- SIG-C
- REP
- BKUP
NOTE: NOTE: These settings are only an example of a likely configuration. An actual
deployment is specific to your requirements.
6. [ ]| CMP GUI: Add 1. Save the Topology Configuration from the bottom of the Topology Configuration

page.
2. Confirm the VLAN configuration if the hardware type requires VLANs

VLAN Confirmation

The WLAN ID= on the page must match the VLAN ID= configured on the server.
1 A mismatch will cause HA to fail. Please confirm that the WLAN IDs are correct
S5 before saving.

Site OAM S5IG-A S51G-B S51G-C
Primary 40 41 42

3. Click OK to confirm.

Active server will restart.

OK Cancel

If the cluster added successfully, it is visible on the Cluster Configuration page. The
Cluster Configuration page opens:

Cluster Configuration
Add MPE/MRA Cluster
#) maribore
18] Marrile
E1E3 Al Clusters Appi Type Site Preferenc OAM VIP Server-C

(8] CP Sites Cluster P Sitel Ch WA 10.240.166.24/26 wa

r () CMP Site2 Cluster WA 10.240.166.60/26 Wn

CMP Site2 Cluster G e ormal 7 (F) T TEIH0.16630 |
[3]_wPe sites cluster N (5)
WIRA Sitel Cluster WRA Tormal WA (P) T0.240.166.34 T0.240.166.35 10.240.166.31

18] MRA Sitel Cluster A (5)

CMP GUI: Add MPE,
MRA clusters

Confirm the cluster is added successfully.
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The following shows an example of adding of a non-CMP cluster that is MPE Appl

Type cluster.

Check that all alarms have cleared and then click View for the cluster that is added

Cluster Configuration

Add MPE/MRA/Mediation Cluster |

Cluster Settings

Name Appl Type Site Preference OAM VIP
CHP Site1 Cluster (P) CMP Site1 Cluster 10.75.150.132/26

Server A Server® | ServerC Operation

10.75.150.133 | 10.75.150.134 WA Yicw Demote
CMP Sie2 Cluster (S) CMP Site2 Cluster NA 10.75.175.200/25 10.75.175.201 | 1075.175.202 | WA View Delete
weeor 3 ormal WA () w7y | orsimie | WA [ Viewbeiste

/A (S)

Server-A and Server-B is in active and standby. It does not matter which server is
active. Spare-Server-C shows a staus of Spare. If this is the case, and there are not
any alarms, then the Geo-Redundant cluster was added successfully.

NOTE: If the Forced Standby for Server-B is selected, clear the selection.

For Example:

3 Tepology Settings
=3 Al Sites
{8] Marlboro
8] Morrisville
=3 All Clusters
{8] cMP site1 Cluster
{8] cMP site2 Cluster
iC]

8] MRA Site1 Cluster

Modify Clustar Sattings Modify Primary Sita Modify Sacondary Site

Topology Configuration

| oslste Sacondary site || sack

—| Ectuster settings

Cluster Settings

Name MPE Site1 Cluster
Appl Type MPE
Site Preference Normal

DSCP Marking PHB(Nane)
Replication Stream Count 1
Replication & Heartbeat 0AM
Backup Heartbeat None

—|E Primary Site Settings

General

Settings

Site Name  Morrisville
HW Type C-Class
0AM VIP

Signaling VIPs <Signaling VIP1><10.196.165.18/26> <SIG-A>

—| Elserver-a

Network Configuration

User Defined Network
VLAN ID
REP

General Settings
<IP1><10.240.166.36>
1P Preference Pva

HostName perf-mpe-a
Forced Standby. No
[status active

Path Configuration
Static IP

—| Elserver-B

General Settings.

Path Configuration

P

<IP1><10.240.166.37>

1P Preference 1Pvd
HastName perf-mpe-b
Forced Standb No

Status standby |

Static IP

L E'secondary Site Settings

General

Settings

Site Name Marlboro
HW Type C-Class
0AM VIP

Signaling VIPs <Signaling VIP1><10.196,165.15/26> <SIG-A>

—| Elserver

Network Configuration

User Defined Network
VLAN ID
REP

General Settings
<IP1><10.240.166.30>

IP Preference  1Pvd

HostName ohio-mpe-a

Forced Standby No
Status Spare

Path Configuration
Static IP

NOTE: If the topology configuration is performed at a time when the network
connectivity between the CMP and the MRA/MPE servers being added to the
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topology is not available, the status of the added servers is offline and alarms are
generated due the offline state. These alarms persist until the servers become
reachable from the CMP. The CMP continually retries connecting to the servers that
are added in the topology. In this case, no further configuration is performed until
the network connectivity between the CMP and the target servers is available. Do
not proceed further but return to this step when the network connectivity from the
CMP to the target servers is available. If the servers are reachable then proceed to
the next step.

Confirm that the non-CMP clusters are associated with the correct site.
Topology Settings> All Sites><Site Name>
Examples

e  MPE Sitel cluster is associated with the Morrisville Site as a Primary Site cluster.
This is Server-A and Server-B.

=4 Topology Settings

EHE3 Al Sites Modify | Delete | | Back
@ Marlboro
at
EME3 Al Clusters Name Morrisville

~{8] cMP site1 Cluster

Configuration

Max Primary Site Failure Threshold 0
CMP Site2 Cluster HW Type

0
~[8] MPE site1 Cluster

Network Configuration
MRA Sitel Cluster ~ General Network

VLAN ID

oAM

SIG-A

SIG-B

SIG-C

r User Defined Network
VLAN ID

REP

Primary Site Clusters

Name Site Preference
MPE Sitel Cluster Normal

Secondary Site Clusters

Name Site Preference
MRA Sitel Cluster Normal

e  MPE Sitel cluster is associated with the Marlboro Site as a Secondary Site
cluster. This is Server-C.
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23 Topology Settings
Ea All Sites Modify | Delete | Backl

Configuration

EHZ] All Clusters Name Marlboro

~[8] CMP Site1 Cluster . o
Max Primary Site Failure Threshold 0
~{@] cMP site2 Cluster HW Type
@ MPE Sitel Cluster Network Configuration
~{8] MRA Sitel Cluster r General Network
VLAN ID
0AM
SIG-A
SIG-B
SIG-C
r User Defined Network
VLAN ID
REP

Primary Site Clusters

Name Site Preference
MRA Sitel Cluster MNormal

Secondary Site Clusters

Name Site Preference
MPE Sitel Cluster MNormal

The cluster is successfully added.

8. [_]| Repeat the previous

step for additional
clusters

A list of clusters for configuration is added to this step as a reminder.

The procedure for adding an MPE/MRA cluster is the same except for selecting the
Appl Type which specify either MPE/MRA respectively.

If the CMP manages
remote sites, and the

sites are not available.

If the CMP manage remote sites, and the stes are not available.

e Configure these clusters, but Return to the verify steps above after the
connectivity is established.
e Configure these clusters at a later time when the connectivity is established.

—End of Procedure—

6.5Performing SSH Key Exchanges

You must exchange SSH keys between the CMP, MPE, MRA servers. Perform this procedure whenever
you add additional servers to the Policy Management topology. You can run the command multiple
times, even if keys were exchanged

NOTE: After the topology is set up and SSH keys are exchanged, it is possible that a server in the topology
changes its keys. This happens when:

A server is added to the topology

A server is re-installed

A server is replaced by another server
A server has its SSH keys recreated manually
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In any of the above scenarios, rerun this procedure. The SSH provisioning utility rechecks the existing SSH
key exchanges in the topology and provisions any key exchanges not performed. You can run the
command multiple times, even if keys were exchanged.

Prerequisite:

e CMP Site 1 cluster is configured and GUI available
e Before beginning this procedure, the systems that are exchanging keys must be configured and
reachable.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.5 Performing SSH Key Exchanges

Step Procedure Details

1. [_] Sshto CMP Site 1 1. Use SSH to connect to the active server at the CMP Site 1 cluster as the admusr
active server: Run Key user.
Exchanges on all 2. Enter the command sudo ha.mystate to confirm that the server is the active
servers server in the HA cluster. The following example shows an active server:

2. [] SshtoCMP Site 1 1. Enter the following command:
active server: Run Key

Exchanges on all
servers You are prompted: The password of admusr in topology

$ sudo gpSSHKeyProv.pl-prov (double dash)

2. Enter the admusr password (admusr_password).

The procedure exchanges keys with the rest of the servers in the Policy
Management topology. If the key exchange is successful, the procedure displays
the message SSH keys are OK. The following example shows a successful key
exchange:
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3.

]

SSH to CMP Site 1
active server: Verify
Key Exchanges on all
servers

1. Enter the following command to verify that the keys are successfully exchanged:
$sudo gpSSHKeyProv.pl—check—verbose
You are prompted for the password of admusr in topology.

2. Enter the admusr password (admusr_password).

The procedure verifies keys with the rest of the servers in the Policy Management
topology and displays the results of each exchange. The following example shows all
keys are checked and exchanged successfully:

—End of Procedure—

6.6 Configure Routing on Your Servers

On the MPE and MRA servers, the default route is initially configured to route all traffic via the OAM
interface for remote servers. This facilitates clustering and topology configurations. However, in many
networking environments, it is desirable to route signaling traffic (that is, Diameter messages) using the
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Signaling interfaces of the servers and switches, and OAM traffic (that is, replication, configuration,
alarms, and reports) using the OAM interface. This requires configuring routing on the servers.

If you are using the Signaling interfaces, you must configure the required static routes on the MPE and
MRA servers to separate OAM and Signaling traffic. The recommended method to provide separation is:

e Add static routes on the OAM network to management servers (CMP, NTP, SNMP, PM&C).

NOTE: Administration of the MPE and MRA servers that require SSH access may be impacted by
moving the default gateway and may need static routes as well.

e Change the default route on the servers to the Sig-A network.

In this way, traffic to other signaling points in the network follows the default route over the Sig-A
network.

Other routing configurations may be required, depending on your needs.

Prerequisite:

Before beginning this procedure, verify that you have SSH access to the MPE and MRA servers.
You need the following information to complete this procedure:

e The root account password (root_password)
e At a minimum, the following static routes:

Site 1 and 2 CMP OAM network (if not co-located)

Server C for georedundant MPE and MRA clusters

NTP server

DNS server

snmp_trap_destination (SNMP trap destination)

Remote backup archives

External syslog servers

Any host you wish the MPE or MRA server to access over the OAM network (that is, routes to
mates in georedundant networks)

O O OO OO0 oo

The procedure for configuring routing on your servers is described in the Platform Configuration User's
Guide

TIP: During this procedure, ensure that access to the server ILOM or iLO remote console is always
available if a route change impacts remote access to get back into the server. Using SSH from the CMP
system to connect to the MRA or MPE servers is recommended to minimize such impacts.

NOTE: You must perform this procedure for every MPE and MRA server. Perform this procedure only for
the MPE and MRA servers, as the CMP system retains the default route on the OAM interface.

6.7 Configure Policy Components

This section covers procedures to configure the Policy Servers to a minimum level to perform a test call.
6.7.1 Adding MPE and MRA to CMP Menu
This procedure configures the Policy Server (MPE) and MRA applications.

Prerequisite:
o Network access to the CMP OAM IP address, to open a web browser (HTTP)
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e MRA and MPE clusters are added to the CMP Topology
NOTE: Only the following Web Browsers are supported in OCPM 12.6.1

o Mozilla Firefox® release 81.0 or later
o Google Chrome version 86.0 or later

*Internet Explorer in not supported for this procedure
Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.7.1: Adding MPE and MRA to the CMP Menu

Step Procedure Details
1. [_]| Create Policy Server in 1. Navigate to Policy Server-> Configuration—> Policy Servers
CMP GUI

‘o -J\alll Oracle Communications Policy Management

policy Server Administration
A ‘A Policy Servers

Lo om Group: ALL

Create policy Server || Greate Group || Operations -

MY FAVORITES
| POLICY SERVER

Configuration

Configurat

2. Click Create Policy Server in the Policy Server Administration screen:

Policy Server Administration
[ Policy Servers
@ New Policy Server

Configuration
Associated Cluster -

Name

Description / Location H
Secure Connection r
Type Grad= =
Associated Templates(lower numbered templates take priority over higher numbered templates)
Total:o

Save || Cancel

3. Enter values for the configuration attributes:

a. Associated Cluster (required)—Select the cluster with which to associate
this MPE device. MPE clusters configured in Topology Settings are listed.

b. Name—Name of this MPE device. The default is the associated cluster
name.

c. Description/Location (optional)—Information that defines the function or
location of this MPE device.

d. Secure Connection—Designates whether or not to use the HTTPS protocol
for communication (certifcates must be configured to use this option)
between Policy Management devices. If selected, devices communicate
over port 8443.

e. Type—Defines the policy server type:

o Oracle (default)—The policy server is an MPE device and is managed
by the CMP.

@ Unmanaged—The policy server is not an MPE device and therefore
cannot be actively managed by the CMP. This selection is useful when
an MPE device is routing traffic to a non-Oracle policy server.
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NOTE: When configuring an associated cluster, the menu is populated with MPE
clusters that are configured in the CMP Topology from previous steps.

New Policy Server

Configuration

Azsociated Cluster
Mame

Description / Location

4. Click Save and confirm Configured Policy Server status is On-line.

Policy Server Administration
' Policy Servers

) Group: ALL
Create Policy Server | [ Create Group || Operations |
Policy Server Status
2. []| Check MPE cluster in 1. Navigate to Policy Server-> Configuration > <MPE>-> Reports tab

Reports tab

Policy Server Administration
‘3 Policy Servers

263 AL Policy Server: x52-mpel

System Logs | Policy Server | Diameter Routing | Policies | Data Sources | Session Viewer

Stats Reset: Manual

Cluster Information Report

Mode: Active

Reset Al Countars | Rediscover Cluster | Pauss

Cluster: x52-mpe1

luster Status_ On-line

Site Preference  Normal

Blades

overall util

State Blade Failures uptime Disk  CF

10.240.220.235 (Server-A) - Active 8 16 hours 24 mins 24 secs 0.0% 0
10.240.220.236 (Server-B) Standby 10 14 hours 5 mins 25 secs. 0.0% 0

2. Validate that MPE cluster status is On-line and that both active and standby
servers displayed correctly.

3. [ ] Diameter configuration | 1. Nvaigate to Policy Server=> Configuration=> <MPE>->Policy Server tab

f MPE . . . .
° There are many configurations on Policy Server tab for an associated MPE. The

most important configurations to define is Diameter Realm and identity to enable
Diameter connections.
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3 Policy Servers Cache Quota Usage Otrue O false @ undefined
EHEY ALL
3 Cache Entity State Citrue O false ® undefined
Subscribe Quota Usage O true O false @) undefined
Subscribe Entity State Otrue O false ® undefined
Diameter
Diameter Realm [oracie.com
Diameter Identity Ipﬂ-f_nmde_(nm
Befaulen 1 §
Correlate PCEF sessions O true O false ® undefined
Validate user O true O false ®) undefined
Diameter PCEF Default Profile ||-|er.
Use Synchronous Sd O true O false @) undefined
Identify Duplicate sessions based on Ortrue O false ® undefined
APN
Subscriber ID to detect duplicate | -
sessions
Protocol Timer Profile I .
Prevent Overlapping Rule Names Ortrue O false ® undefined
59:
Initiate S8 Requests O true O false ®) undefined
Accept 59 Requests Citrue O false ® undefined
Primary DEA |<None}
Secondary DEA [<tone>
2. To define these Diameter parameters, click Modify.
3. Enter the Diameter Realm and Identity for your network
4. Click Save
|Att|'ibute Description
Diameter Realm The domain of responsibility (for example, galactel . com) for the MPE
device.
Diameter Identity The fully qualified domain name (FQDN) of the MPE device (for example,
mpe3.galactel.com).

For example:

Diameter

Diameter Realm oracle.com
Diameter Tdentity porf.oracle.com
Cefault Resource Id =Mone =
Correlate PCEF sessions Yes
Validate user Mo
Diameter PCEF Default Profile =MNone =
Use Synchronous Sd Mo

Identify Duplicate sessions based No

on APMN

Subscriber ID to detect duplicate

sessions

Prevent Overlapping Rule Names false
Protocol Timer Profile undefined
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4. [] Create MRAInCMP GUI | 1. Navigate to MRA ->Configuration—> ALL
A el (D d : MRA Administration
A MRA
NETWORK @
"“‘_ _ sing paer || Croie o | Gpetons v
2. Click Create Multi-protocol Routing Agent in the MRA Administration screen:
oy s MRA Administration
- ew A
:_::: ated Cluster =
Description / Location _I
=
Stateless Routing r
Associated Templates(lower numbered templates take priority over higher numbered templates)
3. Enter information as appropriate for the MRA cluster:

- Associated Cluster (required)—Select the MRA cluster from the list.

- Name (required)—Enter a name for the MRA cluster.

- Description/Location (optional)—Free-form text. Enter up to 250
characters.

- Secure Connection—Select to enable a secure HTTP connection (HTTPS)
instead of a normal connection (HTTP). The default is a non-secure (HTTP)
connection.

- Stateless Routing—Select to enable stateless routing. In stateless routing,
the MRA cluster only routes traffic; it does not process traffic. The default
is stateful routing.

4. Click Save and confirm that the configured MRA status is On-line.
MRA Administration
3 MRA
2 Group: ALL
Create Multi-protacol Routing Agent || Creste Group || Operations |
::;t_il-‘:):::ncnl Routing Agent ﬁ
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5. []| Check MRA cluster in 1. Navigate to MRA - Configuration > MRA - Reports tab
Reports tab
Reset Al Counters | Rediscover Cluster | _Pause |
Cluster: x52-mral
State alade Falhn:“"" Uptime: Disk u:::.hv:-mwv e
1025022052 v ) . . s mattos | 0o% o 1 | sesan s
10.240.220.233 (Server-B) R Active 7 18 hours 11 ming 45 secs. 0.0% 0% 2% Eestart  Reboot
2. Validate that MPE cluster status is On-line and that both active and standby
servers display correctly.
6. [_] Diameter configuration | 1. Navigate to MRA -> Configuration > MRA - MRA tab
for MRA . ) . . . .
It is important to define Diameter Realm and identity to enable Diameter
messaging to function:
@ -J\al8 Oracle Communications Policy Management
Y .,. 3 e -y Bea | X
z:: :::;::mh“s B3 AL APN IPv4 IPD IPvG Username
=~/ POLICY MANAGEMENT @ m
t :Z';WORK
Configuration
o Se—— —=
*+/MEDIATION Protocol Timer Profile -
s
et onpraion Dramter
Settina 5 Diameter Realm
e Diameter Identity
2. To define these Diameter parameters, click Modify
3. Enter the Diameter Realm and Identity that your network uses.
4. Click Save.
Diameter
Diameter Realm oracle.com
Diameter Identity mra.oracle.com

—End of Procedure—
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6.7.2 Configure MPE Pool on MRA (Policy Front End)

If MRAs (Policy Front End) are used in the Policy Management System, the MPEs for which the MRA acts
as the Policy Front End, must be added to the MPE Pool on the MRA. If MPEs are not used in the Policy
solution, skip this procedure.

This procedure adds the MPE clusters to the MPE Pool of the MRA (Policy Front End)

Prerequisite:

e Network access to the CMP OAM IP address, to open a web browser (HTTP)
e MRA and MPE clusters are added to the CMP Menu

Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.7.2: Configure MPE Pool on MRA (Policy Front End)

Step Procedure Details
1. [] Configure MPE Poolon | 1. Navigate to MRA ->Configuration-> <MRA>->MRA tab
MRA — -
—— A o ok protsco Routing Agent: x52-mea1
Serving Gataway,/MCC ——
::IE:-::‘ 4 . [ System | Reports | Logs w Diameter Routing | Session Viewer
mm::::::mnfnm _odhy | _advarced
T;::f::"w MPE Pool
P M My eiym s Dhie  Wse  oagutType G et T
w» Realm Identity ‘Subscribers Info Profile

ser
SUBSCRIBER
NETWORK
MRA

o faise
Configuration Template false
MRA Associations 7

Ise
false
e

2. Click Modify in the MRA Administration screen: The MPE Pool configuration
form opens.

MRA Administration

3 MRA
= ALL Multi-protocol Routing Agent: x52-mra1
] —

j System ‘ Reports | Logs E Diameter Routing | Session Viewer |

Modify MRA

Associations

Network Elements PGW-test Manage...

Metwork Element Groups Netwark Element Groups

MPE Pool

Name Primary Site TP Secondary Site 1P Diameles

Realm

3. Click Add under MPE Pool. The Add Diameter MPE Peer form opens.
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Add Diameter MPE Peer

MPE Type |Internal
Associated MPE |x52-mp-e1
Name x52-mpel

Primary Site 1P 10.196.239.38 [+]
Secondary Site IP E'
Diameter Realm oracle.com

Diameter Identity x52-mpel.oracle.com

Protocol Timer Profile Iun defined -
Route New Subscribers v
Transport
« TCP
Connections 1
. SCTP
Max Incoming Streams | 8 W
Max Outgoing Streams IS b

| Save | | Cancel

On the Add Diameter MPE Peer form, select an MPE cluster in the Associated
MPE list.

The Associated MPE list, shows the MPE clusters configured in the CMP
topology.

MPE Type |Interna|
Associated MPE

x532-mpel
hlame
Primary Site IP [*]
Secondary Site IP (=]

Diameter Realm

Diameter Identity

Protocol Timer Profile
Route Mew Subscribers v

—Transport
e TCP

Connections 1
SCTP

Max Incoming Streams IB_V
Max Outgoing Streams IB_V

| Save | Cancel
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Add Diameter MPE Peer

Diameter Realm
Diameter Identity
Protocol Timer Profile

Route New Subscribers
~ Transport

MPE Type I[ntemal El

| Associated MPE |x52—mpe1 |
Name x52-mpel
Primary Site IP 10.196.239.38 ]
Secondary Site IP [*]

oracle.com

x52-mpel.oracle.com

I undefined :

v

+ TCP
Connections
SCTP

Max Incoming Streamsl 8w
Max Outgoing Streams | 8 W

1[v]

I Save

Cancel

The required fields auto-populate.

Click Save

NOTE: The Diameter Realm and Diameter Identity must be configured on the

MPE.

The MPE cluster is listed in the MPE Pool.

MPE Pool

(@ Add [ Clone [¥ Edit | X Delete

Name

x52-mpel

Primary Site IP

10.196.239.38

Secondary Site IP

Diameter
Realm

oracle.com

Diameter
Identity

x52-
mpel.oracle.com

6.

Navigate to the bottom of the form and click Save again.

DTEMeTeT TOentTy

|netramra.oracle.com

59

Primary DEA <None=> LI

Secondary DEA <None> LI
e

The MPE cluster is listed in the MPE Pool.

MPE Pool

Name

x52-mpel

Primary Site IP d:
P

10.196.239.38

y Site Di

Realm

oracle.com

Route New

bi
Identity Subscribers

x52-
mpel.oracle.com

true TCP

Transport Type Connection
Info

Connections : 1

Confirm the Diameter connection to the MPE from the MRA on the MRA

Reports tab

Navigate to MRA - Configuration = <MRA> - Reports tab

U
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MRA Administration
3 MrA

563 AL Multi-protocol Routing Agent: x52-mral

C] ——— v .
[ system M Logs | MRA | Diameter Routing | Session Viewer

Stats Reset: Manual

Cluster Information Report

Mode: Active

Reset All Counters | Rediscover Cluster | pause

Cluster: x52-mral

Cluster Status ~ On-line

Blades
Overall
State Blade Failures Uptime
10.240.220.232 (Server-A) Standby 10 1 day 5 hours 30 mins 33 secs
10.240.220.233 (Server-B) - Active 7 1 day 20 hours 57 mins 5 secs

Protocol Statistics

Name Connections Total client messages in / out Total messages timeout
Diameter

Diameter AF Statistics 1 0/o0 0

Diameter PCEF Statistics 1 0/0 0

Diameter CTF Statistics 1 0fo N/A

Diameter BBERF Statistics 1 0/0 0

Diameter 59 Statistics 1 0fo 0

Diameter TDF Statistics 1 0/0 0

Diameter DRMA Statistics 1 14/ 14 0

A 1401 Log is noted in the MPE Trace Log that the Diameter connection between
the MRA and the MPE is established.

1401 Diameter:Transport connection opened with peer 10.196.68.10:34824

—End of Procedure—

6.7.3 Define and Add Network Elements

Network elements are configured in the CMP to define the external systems that the Policy Server

communicates.

Prerequisite:

e Network access to the CMP OAM IP address, to open a web browser (HTTP)
e MRA and MPE clusters are added to the CMP Menu

Check off (V) each step as it is completed. Check boxes are provided next to each step number.

If this procedure fails, contact Oracle Technical Services and ask for assistance.

6.7.3: Define and Add Network Elements

Step Procedure

Details

1. [] Create Network
Element in CMP GUI

2.

1. Navigate to Network->Network Elements—>All

B Network Element Administration

‘A Netwerk Elements
Create Wetwork Element || Create Group | Bulk Delete | Search
Custom AVP Definitions ] L ' |
Custom Vendors
Group: ALL

| POLICY MANAGEMENT
Palicy Library
Template Library
Policy Table Library

= NETWORK

Network Elements |

Click Create Network Element on the Network Element Administration screen:
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Step Procedure Details
(4 network Siement= New Network Element
(5]
Host Na 1P Address
Backup t Name
Description / Location
Type GGSN =
Protocol Timer Profile [undefined =]
Capacity I

Policy Servers associated with this Network Element

Policy Servers
S0 A

[x52-mpet

MRAs associated with this Network Element

Multi-protocol Routing Agent
S0ALL
Ox52-mra1

Enter information for the network element:

a. Name (required)—The name of the network element.

b. Host Name/IP Address (required)—Registered domain name, or IP
address in IPv4 or IPv6 format, of the network element.

c. Backup Host Name (optional)—Alternate address that is used if
communication between the MPE device and the primary address for the
network element fails.

d. Description/Location (optional)—Free-form text. Enter up to 250
characters.

e. Type (required)—Select the type of network element.

The supported types are:
NOTE: This list varies depending on the configuration of the CMP system.

o

PDSN—Packet Data Serving Node (with the sub-types Generic PDSN
or Starent)

HomeAgent—Customer equipment Home Agent

GGSN (default)—Gateway GPRS Support Node

HSGW—HRPD Serving Gateway

PGW—Packet Data Network Gateway

SGW—Serving Gateway

DPI—Deep Packet Inspection device

DSR—Diameter Signaling Router device

NAS—Network Access Server device

f.  Protocol Timer Profile—select a protocol timer profile. For information on
creating protocol timers, see Managing Protocol Timer Profiles in the
Configuration Management Platform Wireless User’s Guide

g. Capacity—Not applicable.
h. When you finish, click Save.
i.  For this example a PGW Network Element is defined.
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Step

Procedure

Details

New Network Element

Name

Host Name / IP Address
Backup Host Name
Description / Location

Type
Protocol Timer Profile
Capability

Capacity

PGW VI
undefined Vl
Usage-Report-26 Al

=

4. After completing the form, click Save.

‘2 Netwark Elements

Create Hetwork Element

Create Group

Network Element Administration

Bulle Delete || Search |

=3
Group: ALL
Name
PGW-test

4. Host Name / IP Address
10.250.35.177

The Network Element is created.

Configure Network
Element in CMP GUI

1. Navigate to Network->Network Elements—> Network Element entity

~INETWORK =
3 Network Elements
Network Elements

MRA

Configuration

Configuration Template

MRA Ascociations
SYSTEM WIDE REPORTS
| PLATFORM SETTING

Platform Configuration
Setting

Topology Settings
SNMP Settings
UPGRADE

-l GLOBAL
CONFIGURATION

Glot

Network Element Administration

Network Element: PGW-test

=

Modify | Delete

Name
Host Name / IP Address

Backup Host Name / IP Address
Description / Location

Type
Capability

Protocol Timer Profile
Capacity

PGW-test
10.250.35.177
<None>

PGW
<None>
undefined
<None>

The created Network Element displays on the System tab, showing the
configuration from the previous step. For an initial call to the Policy
Management System, the Network Element needs connectivity to the Policy
Management System. In addition the Network Element needs a Diameter
Identity used to authenticate the Diameter connection from the Network

Element.

2. Navigate to the Network Element & PGW tab of the to configure the
Diameter Identity that is used to authenticate the Policy Management System.

3. Click Modify.
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Step Procedure Details
Network Element Administration
‘2 Network Elements
563 AL Network Element: PGW-test
@ ——
System “
Modify Network Element
Diameter
IP Domain ID I—
—————#  Diameter Realm IW
MIPG Host Identity I—
T Diameter Identity I add
emp-1a.oracle.com
Delete
Cancel
NOTE: This tab is dependent on the Network Element type that was
configured during the previous step. In this example the Network Element
type used is a PGW (Packet Gateway) which is used to establish a Diameter
connection to the Policy Management System.
4. When you finish, click Save.
Network Element Administration
‘A Network Elements
=3 ALL Network Element: PGW-test
C) =
System
Modify
Diameter
IF Domain 1D <None>
Diameter Realm oracle.com
PMIPS Host Identity <None>
Diameter Identity cmp-1a.oracle.com
3, |:| Deploy Network 1. Navigate to Network->Network Elements = <Network Element entity>
Element in CMP GUI
- ':,::T:,,m& Ba Metwork Elements Network Element Administration
=3 AU
';R:mmm @ Network Element: PGW-test
o Jemsnl
Platform Confis mz;:ENama /1P Address :E\g;;;%ﬂ?
Setting Backup }_'mst Name / IP Address <None=
R S — Description / Location
e L
SleLoBAL E;uptggn\ﬂmer Profile Rﬂﬂaﬂf;n:d
2. Click Modify in the Network Element Administration screen and select the
options to deploy the network element to the MPE and MRA (if present).
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Step

Procedure

Details

3.
4.

5.
6.

7.

(3 Network Elements
=3 ALL

Capacity

Policy Servers associated with this Network Element

Policy Servers
=4 AL

[ x52-mpet

MRAs associated with this Network Element

Multi-protocol Routing Agent
=[F A
x52-mral

Click Save.

Navigate to Policy Server = Configuration=> <MPE> > Policy Server tab

MY FAVORITES = {3 Policy Servers
POLICY SERVER =3 ALL
Configuration
Configuration Template
Applications

Match Lists

Policy Counter ID
Traffic Profiles

Retry Profiles

Protocol Timer Profiles

Policy Server: x52-mpel

o e o

Madify || Advanced |

Associations

Applications. <MNone>
MNetwork Elements PGW-test
Networl erment Groups =None=>

Confirm the deployed Network Element is associated with the MPE.
Navigate to MRA - Configuration><MRA> > MRA tab

MRA Administration

& Mra
o Multi-protocel Routing Agent: x52-mral
[ system | Reports | Logs @ Diameter Routing | Session Viewer
Modify | Advanced
Associations
Network Elements PGW-test
Egiiasoaonacian Teres

Confirm the deployed Network Element is associated with the MRA.

—End of Procedure—

6.8Load Policies and Related Policy Data

This step is optional. Policies are not required to process a test call but for the purpose of verification, a

basic policy is installed manually, or using an import action and an xml file. The policy must be deployed
to the MPE which processes the test call.

Here is an example of a very simple policy that is used to confirm session creation for a test call by
viewing the trace logs on the MPE that processes the test call.
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o rJ\al—al Oracle Communications Policy Management

MY FAVORITES 2 Policy Library Policy: New Request Test
' =
POLICY SERVER AL r-'l:)d'rﬁ'| Delete | Deploy | Toggle View |
POLICY MANAGEMENT @ MNew Request TesH]
Policy Library Policy Description

where the request is creating a new session
send notification to trace log with " Policy triggered for new test request’ and severity ~Warning’
Policy Table Library continue processing message

Template Library

NOTE: This policy must be deployed to the MPE that processes Diameter session requests. Deployed
policies are verified using the Policies tab for the MPE that processes the test request:

o - Jal= Oracle Communications Policy Management

: Policy Server Administration

MY FAVORITES A Falicy Servers Policy Server: MPE-S
POLICY SERVER Sy ALL
Canfigirasion B weer jSvslzmTRepnrls Logs | Policy Server | EM | Routing E Data Sources | Debug
Configuration Template 19
Modify | _Show Detsis |

Network Elements
Applications Deployed Policies
Traffic Profiles New Request Test

Madia Profiles

6.9Add a Data Source

This step is optional. When the test call is received by the MPE, the MPE is configured to perform a
Subscriber lookup to an appropriately configured Subscriber Database. Refer to Configuration
Management Platform Wireless User’s Guide for more information.

Add Data Source

I Server Info “ Search Criteria H Search Filters ” Associated Data Sources ‘
Common @ Al
Admin State v
Realm Enable Subscription
Unique Name Use Notif-Eff v
sh Profile
Protocol Timer Profile
t

@ TCP ) scTP

Connections. Max Incoming Streams IS—V

Max Outgeing Streams IS—V

Primary Servers

Primary Identity Secondary Identity

Primary Address Secondary Address

Primary Port 3868 Secondary Port 3868

0AM TP v
< >

Save Cancel

Here is a sample configuration. This form is specific to the site.
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Edit Data Source

[ Server Info ” Search Criteria

[ Search Filters ” Associated Data Sources l
|Cnmnmn | I~

Admin State £
Realm oracle.com Enable Subscription |«
Unigue Name MPBay10 Use Notif-Eff v
Sh Profile IDmﬂ\e\M hd
Protocol Timer Im
Profile

Transport

© TCP ) scTP

Connections | 1 'I Max Incoming Streams 'I

Max Qutgoing Streams vI

Primary Servers |

Primary Identity mpbay10.oracle.com Secondary Identity
Primary Address 10.196.165.22 Secondary Address
Primary Port 3868 Secondary Port 3868 ﬂ

6.10 Perform Test Call

A basic test call confirms that the system is ready for testing of call scenarios defined by the customer.
The test call is initiated from the network element that was created. For example, a PGW (Packet
Gateway) first establishes a Diameter connection with the PCRF and then initiate the test call by sending
an Initial Diameter CCR-l message.

NOTE: Customer specific information such as Indexing and Diameter Realm and Diameter Identity may be
required on the MPE > Policy Server tab for the test call. The following is a sample for reference only.

3 Policy Servers
Ea ALL Policy Server: MPEO1

o] [EEE
System | Reports | Logs ﬁ Diam

Mod'lfyl Advanced |

The configuration was applied successfully.

Associations

Applications <Nong>
Network Elements PGW1
Network Element Groups <None=
Notification Servers <None=
~Subscriber Indexing

Defaults

Index by IPv4: true
Index by IP-Domain-Id: false
Index by IPv&: false
Index by Username: false
Index by NAI: false
Index by E.164 (MSISDN): true
Index by IMSI: true

< No Overrides by APN =
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6.11 Pre-Production Configurations

There are other steps required to verify the Operations configuration of the system. For example, to
verify that the SNMP traps (Aarms) are being delivered to the Network Management centers. These are
outside the scope of this document, but also need to be planned and performed.

Reference the following document for information on configuring SNMP:

SNMP User's Guide 12.6

Additional procedures are referenced from the following documents:

e Platform Configuration User's Guide
e Configuration Management Platform, Wireless User’s Guide

Changes in the behavior of Release 12.6.1 are documented in the Oracle® Communications Policy
Management Release Notes Release 12.6.1

Behavior Modifications

Firewall Enabled by Default—ER 22536198

Firewall functionality is enabled by default. The server firewall protects Policy Management against
DDoS, flooding attacks, and unwanted connections. The settings are not altered during the upgrade.
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7. SUPPORTING PROCEDURES

The following procedures may be referenced during installation.

7.1Accessing the iLO VGA Redirection Window

7.1.1 Accessing the iLO VGA Redirection Window for HP Servers

This procedure may very slightly depending the browser is used. If security certificates are installed on
the client browser the security exceptions are not encountered.

Accessing the iLO VGA Redirection Window for HP

Step

Procedure

Result

1. [

Launch an
approved web
browser and
connect to the iLO
interface

NOTE: Always use
https:// foriLO
GUI access.

(1 Insecure Connection X =+

€ O hiips;//10.113.64.185 I

The first time the
web browser
connects to the
iLO a Security
Certificate warning
message displays.

/ Your connection is not secure

The owner of 10.113.64.185 has configured their website improperly. To protect your information from
being stolen, Firefox has not connected to this website.

Learn more...

v | Report errors like this to help Mozilla identify and block malicious sites
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3. [

Configure security
exception

1. Click Advanced.
2. Click Add Exception.
3. Click Confirm Security Exception in the resulting window.

/ Your connection is not secure

The owner of 10.113.64.185 has configured their website improperly. To protect your information from
being stolen, Firefox has not connected to this website.

Learn more...

Report errors like this to help Mozilla identify and block malicious sites

Go Back Advanced

10.113.64.185 uses an invalid security certificate.

The certificate is not trusted because the issuer certificate is unknown.

The server might not be sending the appropriate intermediate certificates.

An additional root certificate may need to be imported.

The certificate expired on Tuesday, March 19, 2002, 4:45:01 AM. The current time is July 11,
2018, 4:44 PM.

Error code: SEC ERROR_ UNKNOWN ISSUER

Add Exception...

Login to the iLO
console as
administrator

File Edit View History Bookmarks Tools Help = o X

@ iLO: CMP64 - ILO6CU31... X  +

€ 9 Of https//10.113.64.156 e Search wB 3§ & QO =

iLO 4

ProLiant Local user name:
Firmware Version 2 5008 = p—
ILO6CU312Y52F :
*
Hewlett Packard

|
Nia

Recommended browsers include IE 11 and the latest versions of Chrome and Firefox o

Enterprise

{Copyright 2002, 2016 Hewlett Packard Enterprise Development LP
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]

The administration
GUlI is displayed.

Expand the
Remote Console
section in the left
pane of the GUI.

[[=V )
ProLiant BL4

Hewlett Packard iLO Hostname: 1L

Enterprise

iLO Overview

Expand All

- Information

Information Status
Owerview
Server Name CMP&4 system Health @ OK
HE TEmELT Product Name ProLiant BL460c Gen8 Server Power @ ON
iLO Event Log uuID 30313436-3631-4336-5533-313259353246 UID Indicater ¢ UID OFF
e el eyl Server Serial Number BCU312Y52F TPM Status Mot Present
Product ID 641016-B21 SD-Card Status  Not Present
e ) System ROM 131 06/01/2015 iLO DaterTime  Wed Jan 24 06:47:30 2013
System ROM Date 06/01/2015

Diagnostics
131 11/02/2014

Integrated Remote Console .NET Java Web Start Java Applet

Backup System ROM Connection to HPE

Location Discovery Senvices

Insight Agent License Type iLO Advanced Not registered
3 iLO Fadaration iLO Firmware Version 2.50 Sep 23 2016
IP Address 10.113.64.156
ST P Link-Local IPy3 Address  FE80--12604BFF FEAE.£768
Remote Console iLO Hostname ILOBCU312Y52F.

>

Virtual Media

~

Power Management . 5
< Active Sessions

~

MNetwork a

The Remote
Console tab is
expanded

Select the Remote
Console option

HOME  SIGN OU1

Remote Console - iLO Integrated Remote Console
lanch Hotkeys S

NET Integrated Remote Console (.NET IRC)

and contrul of Neda

the Microsolt NET Framework

The NET IRC provides remoie

Hyouare using Windows 7.5, 8.1 o 10, 2 suppored versin of e NET Framesork s aready incoded n your The HETF

Framesork 35 Ful) 40 (Ful), 4520046

the: Microsoft Download Cenfer The NET IRC supports the following versions of the NET

Note for Finefox users: Frefo requires an Add-0n fo launch NET applicalions: Vist Mg Firefox Add-on websile to download the latest version of the Microsoft NET Framesork Assistant.

Nate for Chirome users: CIrome requires an exension t zunch NET appitaions.

s workaround sekctoneof e folouing nsiead
+ Integraed NET RC zpplcation wi ancther browser
+ Standaone NET IRC appication avalabie fum ww hpe com
+ L0 Mo Appliaton 0 access he L0 Remote Consoie

» LOFederation

~ Remote Consoie

Java Integrated Remote Console (Java IRC)

) Virtual Media

The Java IRC provides Femate 2ccess 10 e sysiem KVM 2nd caniro of Vinual Power and Meda Fom 2 Java Vieb Str consale or applel-0ased console. Senfet Pckard ENtenprise recommends sing e [aiest versian of e Java™ Rurkme Envicmment This
) Power Management ‘version of L0 wes tesied wilh JRE version § update 63.
) Metwork Note: On systems with OpenJCK, you must s the Java Appletoplion wih a browser {such s FirFa) that supports @ Java plog-n
s e e
3 Adminisiration 5 f

HPE iLO Mobile App
) BLuClass

The HPE ILO Motile appication peowides actess t i remoke console of your HPE sever from your mobie dzvice. The moble 2pp nteracts directy with the L0 processor on HPE senvers, ataltmes 5

oggs i
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7. [] The Remote
Console GUI is
displayed

Click Web Start in
the Java Integrated
Remote Console
section

Hewlett Packard
Enterprise

Fonand Remote Console - ILO Infegrated Remote Console
Lanch HotKeys  Seouriy

Infomalion

NET Integrated Remote Console (NET IRC)

‘The NET IRC provides remote aocess to e system KVM and coniral of Viriual Poes and Media from a single console buit on the: Microsot NET Framework

¥ you are using WIS 7.8, 8.1 0 10, 3 sugparted Version f the: NET Framencr s aready ncuddin your peraing systen The NET Framenoris a0 avalabie 3 e Microsot Daurigad Center The NET RC supgerts e folowng vrsions of e MET
Framesworic 3.5 (Ful) 40 (Ful) 45and 46

Note for Firefox users: Fireft: equires an Add-on fo lzunch NET applicafions. Vist the Firefi Add-on websie fo downioad the latest version of the Mool NET Framework Assisiant

Note for Chrome users: Chrom: requires an exension f i NET applcations,

As  workarmund sekect one of the folowing instead
« Integrated NET IRC 2ppiication Wih anoher browser
+ Standalone NET IRC appicafion available from waw hpe com
+ ILO Mobie Appicaion 1 acoess the ILQ Remote Cansole:

) L0 Federafion

= |

Java Integrated Remate Console (Java IRC)

[ v i
s ‘The Java IRC provids remote access io the system KVM and conirol of Virkual Paer and Media from a o Hiewiell Paciard Er using fhe lafest version of b ava™ Rurime Emiroement. Ths
> Power Managenes ‘version of iLO was lested wilh JRE version § update £5.
) Network Hoke: On systems wih OpendDK, [suwchasF Java plug-n.
) Rende sppot \Web Start Applet
e HPE ILO Mobik App
8. [_] The OpeningiLo- Ooering LOrei]
jirc.jnlp window penng iL-prcnip x

opens.

Click OK to Open
with Java(TM) Web
Start Launcher

You have chosen to open:
| £ ILO-jirc.jnlp

which is: JNLP File (960 bytes)
from: blob:

What should Firefox do with this file?

(®) Openwith | Java(TM) Web Start Launcher (default) ~

() Sawve File

[] Do this automatically for files like this from now on.

Cancel
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9. []

The iLO Console
window is
displayed.

{8 iLO Integrated Remote Console - Server: CMP64 | iLO: ILOBCU312Y52F | Enclosure: OA-BOC16..  — O X
Power Switch Virtual Drives Keyboard Help
NOTICE - PROPRIETARY SYSTEM

his system is intended to be used =solely by authorized users in the
ourse of legitimate corporate business. Users are monitored to the

extent necessary to properly administer the system, to identify
imauthorized users or users operating beyond their proper authority,
nd to investigate improper access or use. By accessing this system,
ou are consenting to this monitoring.

MP64 login:

@Rt QO@

Video:720x400

—End of Procedure—

7.1.2 Accessing the Remote Console using the OA (c-Class)

7.1.4: Accessing the Remote Console using the OA (c-Class)

Step

Procedure

Result

1. [

Web Browser: Access
Onboard
Administrator Login
(must be active OA)

Open a web browser and navigate to the OA IP address. Note that you be prompted
with a warning for security certificates, because the certificate is self-signed. You
must select Continue to access this page.

HP BladeSystem Onboard Administrator

User Name.

Passwors

| Degraded  Prmsy 430 OAgsBssBCSIT

Web Browser: Login

as Administrator, and
view available server
blades

Log in to HP OA as a user with administrative privilege.
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Step

Procedure

Result

W23 HF BladeSystem Unboara Aaministrator

Viaards ~_ Options = Welp

—— Rack Overview - 500_03_01 O~ d

Updated Thu Nov 5 2015, 17.37.35

OV 000 | [y IR
o

Front Visw Rear View Encosure Nams 50301
Serist Number SGHI09PESH
wo: 08SGH108PBSH
Part Number 507019821
Asset Tag
UD State @ on

[

Rack Overvew

Rack frmuware

Primary: 6301

& enclosure Intormaton

0 Encosaure Setings.
2 Active Onboard Admnistrstor
& Standby Onboard Admnstrator
B Device Bays
B iwterconnect Bays
& Power and Thermal

B usersiauthentication
Wisight Displsy Retresh Topology

Web Browser: Open
the iLO form for the
server blade you wish
to connect to

From the navigation pane, select Device Bays, select the expand icon for the device,
and click iLO.

% HP BladeSystem Onboard Administrator

System Status Wizards = Options »  Help ¥

View Legend

iLO - Device Bay 1

Updated Thu Nov 5 2015, 17:41:31

o8 ¥ 4 0 80 Processor Information EventLog
0 0 0

stemStatis 0 0 0

W rre———
ILOUSE31202C)

Rack Overview 10.250.84.68
Rack Firmware
MAC Address 6CIBESAZA1:4D
Primary: ENCLOSURE_104_02_MIDDLE iLos
B Enciosure Information 2.03 Hov 07 2014

Enclosure Settings
I Active Onboard Administrator
Standby Onboard Administrator

iLO Federation Capable Ves

= Device Bays. iLO Remote Management
B 1. orog-mre-1a
) Clicking the links in this section will open the requested iL O sessions in new windows using single sign-on (SSOJ, which does ot require an iLO username or
Port Mapping passwort to b entared.
Firmware
IF your browser seftings prevent new popUR Windows from opening, the links will not function properly.
2. brbg-mpe-1a
3. slak-mpe-1¢ Web Administration
9. brbg-mra-1b. Aceess the iLO web user interface.
10. brbg-mpe-1b Integrated Remote Console
1. slak-mra-1e Aciess the systam KVH and control Virtual Power & edia from a single console (requires ActiveX and Wicrosoft Interat Explorer). Please note: this may not be
Interconnect Bays. supported on all operating systems. Please check offical iLO operating system support.
I Power and Thermal Remote Consale.
Users/Authentication Aceess the system KV from a remote console. This requires a Java Virtual Machine Runtime Envirenment (JRE). Please note: this may not be supported on all operating
Insight Display systems. Please check official L0 operaling system support.
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Step Procedure

Result
4. [ ] Web Browser: Click 1.

Click Integrated Remote Console, and a browser window opens.
the remote Console HP BladeSystem Onboard A
link

EE ] &

View Legend

iLO - Device Bay 1
Updeted Thu Now 5 2015, 17.41.31

Processor intormaton [T

LO Remote Masagement

hich Sons mot require a9 ILO usename o

& Meda from 8 single console (req
fhicial LO operating system support

ures ActveX and Microsaft internet Explorer). Please note: this may not be

asole. This requres 8 Java Virtusl Mschine Rustme Environment
9 system susgort

Prease cote tha may 1ot B $pported on al cperatng

You may be prompted with a security certificate warning, as well as a warning
about running content from an untrusted site. Click though the prompts.

Java Integrated Remote Console

Access the system KVM and control Virtual Power & Media from an applet-based console requiring the availability of Java.

security

x|
Do you want to Continue?
The connection to this website is untrusted.

! ! Website: https:/f10.250.84.68:443

Mote: The certificate is not valid and cannot be used to verify the identity of this website.
More Information

Continue |
3. You must click Continue or Yes to proceed.
5. []| Web Browser After a few moments, the Console window opens.
Power Switch Virtual Drives Keyboard

Oracle Linux Server release 6.6

Kernel 2.6.32-584.16.2.elb6prerel?.B.2.8.8_86.26.8.x86_64 on an xB6_64
l=lak-mra-1a login:

—End of Procedure—

7.2Mounting Media (Image Files)
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7.2.1 Mounting Virtual Media on HP Servers

This procedure contains steps to mount media on HP rack mount servers using ILO for ISO access or other
file transfer.

7.2.2: Mounting Virtual Media on HP Rack Mount Servers

image file on your
client laptop,
select Image File
CD-ROM/DVD
from the Virtual
Drives menu.

To access a
bootable ISO
image file on the
network, select
URL CD-ROM/DVD
from the Virtual
Drives menu.

Step Procedure Details
1. []| AccessthelLOVGA | Connect to the ILO VGA for the server using the access method described Section
for the servers. Error! Reference source not found.
2. [] 'LORemote
) Console: 4y ProLiant - Server: hostname1378235948 | iLO: ILOUSE3151YX2 labs.nc.tekelec.com nc.tekelec.com ssz.tekelec.com tekelec.c...
’ Power Switch | Virtual Drives | Keyboard Help
Select Virtual £ DA
Drives from the § Folder e o .
Image File Removable Media [SGEEI Z2.8.x86_64 on an
menu bar. ]
%« URL Removable Media
= Image File CD-ROM/DVD
e URL CD-ROM/DVD
3. [] HPserver: From the Virtual Drives menu, select Image File CD-ROM/DVD
- — -
To access a ) Proliant - Server: hostname1378235948 | iLO: ILOUSE3151YX2.labs.nc.tekelec.com nc.tekelec.
bootable I1SO

i Power Switch | Virtual Drives | Keyboard Help
DA\
Cent0S re Folder
Kernel 2. Image File Removable Media [ISIRUANRS FANVAZAN IS R 08

URL Removable Media
hostnamel :

CO-ROM/DVD
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Step Procedure Details
HP Server: A window opens for you to browse the client browser workstation or laptop.
4,
Select an image file | | Mount image File > S - X
to mount )b » wEm > $I05 (D) » release » 125 » image » iso ~[ 4 || #=is0 I3
|8 - | TR =~ O @
Mor# =ik i
Perf = |
s cmp-12.5.0.0.0_16.1.0-x86_64.iso
5 ’ mediation-12.5.0.0.0_16.1.0-x86_64.iso
ro¢
p 1 mpe-12.5.0.0.0_16.1.0-x86_64.iso
ro¢
. ] ’ mra-12.5.0.0.0_16.1.0-x86_64.is0
rele
12 TPD.install-7.5.0.0.0_88.46.0-OracleLinuxé....
12
4} 123
4 i
u
pr( - <4 i »

Select the image file.

5. [] HP Server: Confirm | Return to the Virtual Drives menu and the Image File CD-ROM/DVD is checked
that the target indicating that the image file is mounted.
image file is

Eﬁ iLO Integrated Remote Console - Server: brbg-cmp-1a | iLO: ILOUSE31.
mou ntEd Power Switch | Virtual Drives Keyboard Help
| e E:\ My Passport
. Folder
L e 17 .8.3.8.8_86.46.8.x86_64 on an
_’. URL Removable Media

CD-ROM/DVD

CD-ROM/DVD

—End of Procedure—

7.3Hardware Setup (Bios Configuration)

Reference material:

e TPD Initial Product Manufacture, Release 7.8.x
e PMAC 6.6 Configuration Reference Guide

7.3.1 BIOS Settings for HP Gen 8 Blade
This procedure configures HP BIOS settings for Gen 8 Blade.
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Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

7.3.1:BIOS Settings for HP Gen 8 Blade

Step Procedure Details

1. [ ] Accessthe Connect to the console for the server using one of the access methods described in
console for the Section 7.1.1
HP server.

2. [] Access the For Blade servers:
console for the

1. Navigate to the IP address of the active OA.
HP server

. . 2. Login as an administrative user.
according to its . . . .
hardware tvpe 3. Navigate to Enclosure Information = Device Bays = <Blade 1> - iLO
P 4. Click Integrated Remote Console
Model iCa
Pri :103_03_03
rimary: 103_03_ [ ——— 1.81 Jan 15 2010
B Enclosure Information
Enclosure Settings
Active Onboard Administrator iLO Remote Management
Standby Onboard Adminiztrator
B Device Bays Clicking the links in this section will open the req)
B 1 st does not require an iLQ vsername or password o
Bart Mappin If your browser settings prevent new popup windoy
2. bladel2 Web Administration
3. blade3 Access the iLO web user interface.
gl 4 bladedd
- ane . Integrated Remote Console
5. DER0Zbladels coess the system KWW and control Virtual Powse
§. hostname1303224145 Expiorer]
7 hostname1303224159
5 DSROZhladens ::teg raf[:d lFttemo:E;Cl;{ons;)IEEFullslcrteets'T
10. DSRO3bladel0 g-size the Integrated Remote Conzole to the samy
. client desktop.
11. DSRO4blade1

NOTE: This launches the iLO interface for the blade. If this is the first time the iLO is
being accessed, you are prompted to install an add-on to your web browser, follow
the on screen instructions.
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Step

Procedure

Details

Access the Server
BIOS

Reboot the server.

e For Blade, navigate to Power Management-> Server Power and select Cold
Boot under the Integrated Console menu.

As soon as you see F9=Setup in the lower left corner of the screen, press F9 to
open the BIOS setup screen. You may be required to press F9 two or three times.
The F9=Setup changesto F9 Pressed afteritis accepted. See example below.

HP Proliant

Proliant System BIOS - P64 (03/01/2010)
Copyright 1982, 2010 Hewlett-Packard Development Company, L.P.

2 Processor(s) detected, 8 total cores enabled, Hyperthreading is enabled
Proc 1: Intel(R) Xeon(R) CPU E5540 @ 2.53GH=z

Proc 2: Intel(R) Xeon(R) CPU E5540 @ 2.53GHz

QPI Speed: 5.8 GT/s

HP Power Profile Mode: Balanced Power and Performance

Power Regulator Mode: Dynamic Power Savings

Advanced Memory Protection Mede: Advanced ECC Support
Redundant ROM Detected - This system contains a valid backup system ROM.
Inlet Ambient Temperature: 19C/66F

Press F9

when you
Press any key to view-©pfion ROM messages see this

F11 = Boot Menu

Expected Result:
ROM-Based Setup Utility opens and the ROM-Based Setup Utility menu displays.

144




Policy Management Bare Metal Installation Guide

Step Procedure Details
4. [ ] SetServer CMOS 1. Select Date and Time and press Enter
Clock 2. Set the date and time and press Enter.

ROM-Based Setup Utility, Version 3.808
Copyright 1982, 2818 Hewlett-Packard Developnent Company, L.P.

odify Date and Tine
KENTER> to Save Changes, <ESC> to Main Menu

Time and Date is set.
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Step

Procedure

Details

5. [

Configure iLO
serial port
settings

(RMS Only)

For RMS only, the serial ports on HP DL360 G8 rack mount servers need to be
configured so the serial port used by the BIOS and TPD are connected to the VSP on
the iLO. This allows the remote administration of the servers without the need for
external terminal servers. If this configuration is not completed and the server
rebooted, the syscheck syscheck -v hardware serial test fails.

1. Select System Options option and press Enter.
2. Select Serial Port Options option and press Enter.
3. Change Embedded Serial Port to COM2 and press Enter.

COM 2; 1RU3; : ZFBh-2FFh

Change Virtual Serial Port to COM1 and press Enter.

tual Serial Port

COM 1; IRO4; I0: 3FBh-3FFh

Press ESC twice
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Step

Procedure

Details

6. []

Configure power
profile settings

The power profile on HP servers must be configured for optimum software
performance on both RMS and blade hardware.

1. Select Power Management Options option and press Enter.

2. Select HP Power Profile option and press Enter.

HP Power Profile

3. Select Maximum Performance and press Enter.

HP Power Profile
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Step

Procedure

Details

7. ]

Configure Power
Regulator settings

The Power Regulator on HP servers must be configured for optimum performance

on both RMS and blade hardware.

1. Inthe Power Management Options menu, select HP Power Regulator and press

Enter.

NOTE: A message may display to indicating that certain processors support only

one power state. If this message displays, press ESC.

2. Select HP Static High Performance Mode and press Enter.

HP Power Profile
Redundant Power Supply Mode

Advanced Power Management Options

t|[HP Dynamic Power Savings Mode
e|(HF Static Low Power Mode

HP Static High Performance Mode
v|[05 Control Mode

]

Save
configuration and
Exit

1. Press ESC two times
2. Press F10 to save the configuration and exit. The server reboots.

[ROM-Based Setup Utility, Version 3.68
Copyright 1982, 2818 Hewlett-Packard Development Company, L.P.

> to Confirn Exit Utility

Expected Result:

Settings are saved and server reboots.
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Step Procedure

Details

9. [] Confirmthe
Power Regulator
setting for the HP
server.

Redirection Window for HP.

On the iLO for the HP Server:

Mode

If not connected to the iLO for the server, connect using 7.1.1 Accessing the iLO VGA

1. Navigate to Power Management->Power Settings
2. Confirm Power Regulator for ProlLiant is set to:HP Static High Performance

Expand Al Power Settings
(=] Information
Overview
System Information

Power Regulator Settings

iLO Event Log

Integrated Management Log
Aclive Health System Log
Diagnostics

Location Discovery Services
Insight Agent

Power Regulalor for ProLiant:

O HP Dynamic Power Savings Mode
O HP Static Low Power Mode

@) HP Static High Performance Mode
O 05 Control Mode

[+] iLO Federation

Power Capping Settings

() Administration

Additional Options

otherwise.

[~ ] Remote Consale Measured Power Values. ‘ BTUMC Percent (%)
Remote Console: Maximum Available Power 5118 BTUMr 389%
(=] Virtual Media Peak Observed Power 1744 BTUM 100%
\f‘ Power Management Minimum Observed Power 577 BTUMr 0%
" Server Power Power Cap Value BTUME %
Power Metet [ Enable power capping
Power Seftings
(+] Network
(] Remote Support SNMP Alert on Breach of Power Threshold
[+] Administration
- Warning Trigger [Warnings Disabled
Warning Threshold BTUMr
Duration Minutes
10. [_] Server ILO: From left tree menu, select Virtual Media > Boot Order.
Verlfy the Boot Expand All Boot Order
[~ Information
Order = oveni
:"e:e": i Virtual Floppy/USB key: None
ystem Information Virtual CD/DVD-ROM:  Hone
iLO Event Log
Integrated Management Log
Aclive Health System Log Server Boot Order
Diagnostics USB Storage Device
Location Discovery Services CD/DVD Dnve
Floppy Drive
N Insight Agent Hard Disk Drive
[+] iLO Federation Network Device 1
[*] Remote Console = — —
|;| Virtual Media
Virtual Media
e One-Time Boot Status.
ITI Power Management ‘Current One-Time Boot Option: HNo One-Time Boot
- Select One-Time Boot Option: HNo One-Time Boot
| +] Network -
[+] Remote Support s

NOTE: The boot order looks like the above image unless the you have specified

—End of Procedure—

7.3.2 BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

In this procedure you configure BIOS settings for HP hardware.

7.3.2:BIOS Settings for HP Gen 9 Blade and Rack Mount Servers

Step Procedure

Details

1. [ ] Accessthe
console for the

j 1.1
HP server. Section 7

Connect to the console for the server using one of the access methods described in
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Step Procedure

Details

2. [] Accessthe
console for the
HP server
according to its
hardware type.

For Rack Mount Servers (RMS), connect to the console for the server using one of
the access methods described in Section 7.1.1

For Blade servers:

1. Navigate to the IP address of the active OA. Login as an administrative user.
2. Navigate to Enclosure Information = Device Bays = <Blade 1> - iLO
3. Click Integrated Remote Console

Model L0
Pri :103_03_03
nmary: M Firmware Version 1.81 Jan 15 2010
B Enclosure Information
Enclosure Settings
Active Onboard Administrator iLO Remote Management
Standby Onboard Adminiztrator
Bl Device Bays Clicking the links in thiz zection will open the req)
B 1 st does not require an iLQ vsername or password o
If your browser settings prevent new popup windoi
Port Mappin o == gsp Popup
2. bladel2 Web Administration
3. bladen3 Access the iLO web user interface.
gl 4 bladedd
. D:HEE:-I dels Integrated Remote Console
= agsls coess the system KWW and control Virtual Powse
5. hostname1303224145 Expiorery
7. hostname1303224159
9. DSRO3blade0s ::teg ra::d lRtemotted(;ons;:'IeCFuIIs;rte?;
e-zize the Integrated Remote Conzole to the =ame
10. D3R03blade10 client desktop,
gl 11. DSRO4bladet

NOTE: This launches the iLO interface for that blade. If this is the first time the iLO is
being accessed, you are prompted to install an add-on to your web browser, follow
the on screen instructions.
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Step

Procedure

Details

Access the Server
BIOS

Reboot the server.

e For Blade and RMS, this is achieved by selecting Cold Boot from the Power
Management->Server Power menu of the Integrated Console.

e  For RMS, this can also be achieved by pressing and holding the power button
until the server turns off, then after approximately 5 to 10 seconds press the
power button to enable power.

As soon as you see F9=Setup in the lower left corner of the screen, press F9 to
access the BIOS setup screen. You may be required to press F9 two to three times.
The F9=Setup changesto F9 Pressed afterit is accepted. See example below.

HPE ProlLiant Hewlett Packard

Enterprise

ilD 4 TPv4: 1
ilD 4 TPub

|F10| Tutelligent Provisi [F11]) Boot Menn  [F12] Network Boot

Expected Result:

System Utilities screen displays

System Utilities
Configuration

From the System Utilities screen, select System Configuration, then select Enter

Sysfem U ES Hewlett Packard

Enterprise

» Systes Configuration

Exit and resume sstes boot
Reboot the Systes

Select Language [Eng 1 1shl

[H: Change Selection [Enter] Select Entry [ESC Exit \ F1 | Help \L F7 | vefaults
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Step Procedure Details
5. |:| System Utilities From the System Configuration screen, select BIOS/Platform Configuration (RBSU),
Configuration then press Enter.

System Conf

guration

» BIOS/Platform Configuration (RBSU)

ilLD 4 Configuration Utility

Embedded RAID 1 : Smart Array P440ar Controller

Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter NIC
Embedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 4 : HP Ethernet 16b 4-port 331FLR Adapter

6. |:| System Utilities From the Bios/Platform Configuration screen, select Date and Time, then press
Configuration Enter.

BIOS/Platform Configuration (RBSL)

Suystem Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS

Server Asset Information
Advanced Options

Date and Time
System Default Options
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Step Procedure

Details

System Utilities
Configuration

7. ]

Date and Time

» Date (mm—dd-uyyuy)
Time Chh:mmn:ss)
Time Zone

Daylight Savings Time

Time Format

[ t+ ] Change Selection

From the Date and Time list, set Date and Time to the UTC (Greenwich Mean Time),
the Time Zone to UTC, and the Time Format to Coordinated Universal Time (UTC),
then select F10 to save your changes. After saving, select ESC to return to the
Bios/Platform Configuration screen.

BIOS/Platform Configuration (RBSU)

BIDS/Platform Configuration (RESWD

[Disabled]

[Coordinated Universal Time (UTC)]

@] Select Entry [EJ Back [ 1 ] Help [ WJ Defaunlts [m] Save

System Utilities
Configuration

From the Bios/Platform Configuration screen, select Boot Options and press Enter.

BIOS/Platform Configuration (RBSU)

System Options

Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Pouwer Management

Performance Options

Server Security

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
Server Asset Information

Advanced Options

Date and Time
System Default Options
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Step

Procedure

Details

System Utilities
Configuration

1. From the Boot Options list, set:

a. Boot Mode to Legacy BIOS Mode
b. UEFI Optimized Boot to Disabled
c. Boot Order Policy to Retry Boot Order Indefinitely

2. Press F10 to save your changes.
3. Select the Legacy BIOS Boot Order Option
4. Press Enter

BIOS/Platform Configuration (RESU)

Hoot Options

Boot Mode egacy BIDS Hodel
UEFT Optimized Boot [Disabled]
Boot Order Policy [Retry Boot Order Indefinitelyl

LE Boot Order
Advanced UEFI Boot Maintenance
» Legacy BIOS Boot Order

10. []

System Utilities
Configuration

From the Legacy BIOS Boot Order Option screen, ensure that:

e USB DriveKey

e CDROM/DVD

e Hard Dive C

e Embedded LOM 1 Port 1

e Embedded FlexibleLOM 1 Port 1

are listed in this order under Standard Boot Order (IPL); if not, change their order
and select F10 to save your changes.

Press ESC to return to the Boot Options screen.
BIDS/Platform Configuration (RBSU)
Boot Options + Legacy BIOS Boot Order

ress the "+" key to move am entry higher in the boot list and the “-" key to move an entry lower
in the boot list. Use the arrow keys to navigate through the Boot Order list.

Standard Boot Order (IPL)

USB DriveKey

CD ROM/DUD

Hard Drive C: (see Boot Controller Order)

Embedded LOM 1 Port 1 : HP Ethernet 16b 4-port 331i Adapter - NIC

Enbedded FlexiblelOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR fdapter - NIC

Boot Controller Order
Embedded RAID : Swart Array P440ar Controller
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Step Procedure Details
11. [ ] System Utilities Press ESC again to return to the Bios/Platform Configuration screen, then select
Configuration System Options and press Enter.

BIOS/Platform Configuration (RBSU)

» System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

12. [] System Utilities From the System Options list, select Serial Port Options and press Enter.
Configuration
BIOS/Platform Configuration (RBSU)

BIOS/Platform Configuration (RBSU)
System Options

» Serial Port Options
USB Options
Proc o Options
SATA mtroller Options
Uirtualization Options
Boot Time Optimizations
Memory Operations

13. [ ] System Utilities 1. From the Serial Port Options list, set Embedded Serial Port to COM2 and set
Configuration Virtual Serial Port to COM1.

2. Press F10 to save your changes.

3. Press ESC twice to return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RBSU)

BIOS/Platform Configuration (RBSU)

System Options + Serial Port Options

Enbedded Serial Port [COM 2: IRQ3: I/0: 2F8h-2FFhl
» Uirtual Serial Port [COM 1: IRQ4: I/0: 3FB8h-3FFhl

155



Policy Management Bare Metal Installation Guide

Step Procedure Details
14. [ ] System Utilities From the Bios/Platform Configuration screen, select Power Management Option
Configuration and press Enter.

BIOS/Platform Configuration (RBSU)

System Options
Boot Options
Netuwork Options
Storage Options
Embedded UEFI Shell

Power Management

Performance Options

Server Security

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

15. [_] System Utilities 1. From the Power Management screen, set the power profile to Maximum
Configuration Performance.

2. Press F10 to save your changes.

3. Press ESC to return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RB3U)
Power Management
*» Power Profile [Haximum Per formancel
Power Regulator [Static High Performance Model

Minimum Pr r > Power Cor Stat [No C-statesl]
Hinimum Pr Idle Pouwer P: itate [No Pa Statel

Advanced Power Options

Balanced Power and Performance

Hininunm Power ﬂ
Custom
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Step Procedure Details
16. |:| System Utilities From the Bios/Platform Configuration screen, select Server Availability Option and
Configuration press Enter.

BIOS/Platform Configuration (RBSW)

System Options

Boot Options

Network Options

Storage Options

Embedded UEFI Shell

Pouwer Management
Performance Options
Server Security

PCI Device Enable/Disable
Server fwailability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
Systen Default Options

17. [] System Utilities From the Server Availability screen, set ASR Status to Enabled.

Configuration
BIOS/Platfornm Configuration (RBSW)

Server Availability

» ASR Status [Enabledl
ASR Timeout [10 Hinutesl
Wake-On LAN [Enabledl
POST F1 Prompt [Delayed 20 secondsl]
Pouwer Button Mode [Enabledl
futomatic Power-On [Always Power onl
Pouwer-On Delay [No Delaul

18. [_] System Utilities Set POST F1 Prompt to Delayed 20 seconds.
Configuration
BIOS/Platform Configuration (RBSU)

Server Availability

ASR Status [Enabled]
ASR Timeout [10 Hinutesl

Wake-On LAN [Enabled]
» POST F1 Prompt [Delayed 20 secondsl]
Power Button Mode [Enabled]l

Automatic Power-On [Always Power onl
Power-On Delay [No Delayl
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Step Procedure Details

19. |:| System Utilities Set Power-On Delay to No Delay.
Configuration

BI0OS/Platform Configuration (RBSL)

Server fvailability

ASR Status [Enabled]
ASR Timeout [10 Hinutes]
Wake-On LAN [Enabled]
POST F1 Prompt [Delayed 20 secondsl]
Power Button Mode [Enabled]
Automatic Power-On [Always Power onl

» Pouer-0On Delay [No Delayl

20. [] System Utilities 1. Set Automatic Power-On to Restore Last Power State.
Configuration 2. Press F10 to save your changes.

3. Press ESC to return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RBSU)
Server fwailability

ASR Status [Enabled]

ASR Timeout [10 Minutes]

Wake-On LAN [Enabled]

POST F1 Prompt [Delayed 20 secondsl]

Power Button Mode [Enabled]

Automatic Power-On [Restore Last Power Statel
Power-0On Delay [No Delayl

21. |:| System Utilities From the Bios/Platform Configuration screen, select Advanced Options and press
Configuration Enter.

BIDS/Platform Configuration (RBSU)

System Dptions

Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Power Management

Performance Options

Server Security

PCI Device Enable/Disable
Server fAvailability

BIOS Serial Console and EMS
Server fAsset Information
Advanced Dptions

Date and Time
System Default Dptions
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22. [] System Utilities 1. Set Thermal Configuration to Optimal Cooling.
Configuration 2. Press F10 to save your changes.

3. Press ESC to return to the Bios/Platform Configuration screen.

BIOS/Platform Configuration (RBSU)

Advanced Options + Fan and Thermal Options

» Thermal Configuration [Optimal Coolingl

Thermal Shutdown [Enabled]

Fan Installation Requirements [Enable Hessaging]

Fan Failure Policy [Shutdown/Halt on Critical Fan Failuresl
Extended Ambient Temperature Support [UFEELEEN ]

4. Press ESC to return to the System Utilities screen.

—End of Procedure—

7.3.3 Using c-Class Enclosure OA to Update the BIOS Settings for the Application Blade

This procedure provides the steps to confirm and update the BIOS configuration on Blade servers using
the C-Class enclosure OA.

Check off (V) each step as it is completed. Check boxes are provided next to each step number.
If this procedure fails, contact Oracle Technical Services and ask for assistance.

7.3.5: Using c-Class Enclosure OA to Update BIOS Settings for the Application Blade

Step Procedure Details
1. |:| OA GUI: Login 1. Openyour web browser and navigate to the OA IP address
2. Login to HP OA as Administrator. Original password is on paper card attached
to each OA.
2. [] | OA:Navigate to 1. Navigate to Enclosure Information > Device Bays > <Blade 1>
device Bay 2. Click Boot Options tab.
Settings

[ HP BladeSystem Onboard Administrator

System Status.

ventsad Device Bay Information - ProLiant BL460c G6 (Bay 1)

Updated Tue Jun 8 2010, 20:21:33

System Status 0 0 0 0 0

Systems and Devices

ing these

One Time Boot from: | Select ... hd

Primary: 9080702 PN
B enclosure Information
B Enclosure Settings
AetivE Onboard Administrator
y Onboard Admitigtrator
B Device Bays IPL Device: | cp-ROM
B 1. bladett (Boot order) | Diskette Drive (A
USB Driv )
Hard Drive C: {
PXE NIC 1 ()

The boot method that the servers will use permansntly

anm

B intsrconnect Bays
B Power and Thermal * See Boot Controller Order on Server's ROM-Based Setup Utility
- NI et *+ 2ps Fribadded Nics under System Onfinns sacfion on Server's BOM fasad Sebin |iffi
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Step

Procedure

Details

OA: Verify/update
Boot device Order

Verify that the Boot order is as follows. If it is not, use the up and down arrows to
adjust the order to match the picture below, then click Apply.

IPL Device: | co-ROM

(Boot order) | Dizkette Drive (A7)
USE Drivekey (C:)
Hard Drive C: (*}
PXE MIC 1 (**}

OA: Access the
Blade iLO

1. Navigate to Enclosure Information = Device Bays = <Blade 1> = iLO
2. Click Integrated Remote Console

Wodel [
Primary: 103_03_03 = Pr— 1,81 Jan 15 2010
rmware Version . 5
B Enciosure Information
Enclosure Settings
Active Onboard Administrator ILO Remote Management
Standby Onboard Administrator
Bl Device Bays Clicking the links in thizs section will open the req
B 1 ttadsl does not require an iLO username or password fof
Fiart Mappin If your browser seftings prevent new popup windo
2. blade02 Web Administration
3. blade03 Access the iLO web user interface.
B 4. blade0d
- ade - Integrated Remote Console
= = coess the system KOWM and control Virtual Powe|
- DSR02blade0s the system KM and I Virtual P
6. hostname1303224145 Explorery
7. hostname1303224159
9. DSR03blade0d I;tegra::d IRtemotteclions;)lecFullslcrteT:
e-gize the Integrated Remote Conzole to the sam
10. DSRO3blade10 client desktop.
sl 11. DSRO4bladet1

This launches the iLO interface for that blade. If this is the first time the iLO is being
accessed, you may be prompted to install an add-on to your web browser, follow
the on screen instructions to do so.

OA: restart the
blade and access
the bios

You might be prompted with a certificate security warning, just press continue.
After a prompt is displayed, login onto the blade using the root username.

After logged in, Reboot the server (using the reboot command). After the server is
powered on and is booting , press F9 to access the BIOS setup screen (as soon as
you see <F9=Setup> in the lower left corner of the screen).
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Details

Step Procedure
6. [] | OA:Update bios
settings

1. Scroll down to Power Management Options and press Enter
2. Select HP Power Profile and press Enter
3. Scroll down to Maximum Performance and press Enter

PCI Device EnablesDisable
iStandard Boot Order (IPL)
B Controller Order

ate and Tine

erver Availability

er Security

Serial Console & EMS
erver Asset Text
Advanced Options

[System Default Options
ility Language

4. Press Esc twice to exit the BIOS setup screen.
5. Press F10 to confirm Exiting the utility.

The blade reboots.

OA: Repeat for
the remaining
blades

Repeat Steps 2 through 6 for the remaining blades. When conmpeted, exit the OA
GUI.

—End of Procedure—
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8. TROUBLESHOOTING THE INSTALLATION

This chapter describes how to troubleshoot the installation.

8.1Common Problems and Their Solutions

The following sections describe and present solutions to common installation problems.

Problem

Verifying firmware levels

You are not sure if the hardware is at the required firmware level.

Solution

If the installation is HP c-Class then the OA (On-line Administrator) GUI has a summary of the firmware
revisions of all the equipment in the c-Class enclosure. (It generally is not be possible to access this until
installation of the enclosure is complete.)

In general, you can update firmware after installation, but you must complete these updates before the
system goes into service.

Problem:
You want to configure Cisco or HP switches without using the PM&C netConfig tool

Configuring outside of the netConfig tool is not recommended.

Solution:

You can log in to the switches from PM&C and make configuration changes while troubleshooting: for
example, to disable a port, turn on port mirroring, or add a route. However, the configurations that are
generated from netConfig have many important settings to make the configuration work. Back up the
final switch configuration to PM&C so that it is restored in a repair operation.

NOTE:The netConfig files are not used for restore operation because you made the configuration changes
outside of this tool.

Problem:

You need the netConfig template files

Solution:

The latest releases of the netConfig template files are included in the Policy Management ISO image file.
After the Policy Management software is installed on a server, you find the files in the
/usr/TKLC/plat/etc/netconfig/ directory.

Several templates are provided, depending on the networking choices at your site. You must choose the
templates.

Problem:

Networking issues: When you open the ports, there may be troubleshooting required of:
1. Cabling
2. Policy Management server IP network configuration

3. Your IP network configuration

162



Policy Management Bare Metal Installation Guide

Solution

This may be easier to resolve if you can trace cables and plug a laptop into a switch to run port mirroring.
If PM&C iLO connectivity is in place, issues can also be resolved remotely.

Problem

If you were on R12.3.1 CMP with netbackup client R7.1 installed, then upgrade the CMP to R12.5 and
install R7.7 netbackup client, the installation fails.

Solution
Perform the following steps:

1. Force standby the CMP server to install or upgrade netbackup client:
Vim /etc/fstab to make the /tmp mount options back to defaults
Find the below line:
/dev/mapper/vgroot-plat tmp /tmp ext4 noexec,nosuid,nodev 12

update to:
/dev/mapper/vgroot-plat tmp /tmp ext4 defaults 1 2
2. Reboot the server for re-mount the /tmp with defaults.

3. Perform the netbackup client following installation steps. The netbackup client must be installed
successfully on the CMP server.

4. Back the /etc/fstab for /tmp to the original value.
5. Reboot the server.

6. The netbackup server could retrieve the backup content from the CMP server.

8.2My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product support and
training needs. A representative at Customer Access Support (CAS) can assist you with My Oracle Support
registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for
your local country from the list at http://www.oracle.com/us/support/contact/index.html. When
calling, make the selections in sequence on the Support telephone menu:

1. 1. Select 2 for New Service Request
2. 2.Select 3 for Hardware, Networking and Solaris Operating System Support
3. 3. Select one of the following options:

a. a. For Technical issues such as creating a Service Request (SR), select 1

b. b. For Non-technical issues such as registration or assistance with My Oracle Support, Select
2

You are connected to a live agent who can assist you with My Oracle Support registration and opening a
support ticket. My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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